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Foreweord: Making reality out of a
vision
PIERRE J. MADON

The design, manufacture, and test of the INTELSAT VI satellite presented a
real challenge, [or several reasons. INTELSAT VI is the heaviest commercial
telecommunications satellite placed in geostationary orbit to date, with a mass
in excess of 4,000 kg. It is also physically quite large, particularly when
deployed—some 11.6 m in height and 3.6 m in diameter. In addition,
INTELSAT VI pushes the limit of technology for spin-stabilized satellites, in-
cluding deployment of a solar generator drum to achieve the required power,
and use of “superspin” to ensure dynamic stability throughout the transition
from transfer orbit to geostationary orbit. The satellite also carries the most
complex payload (o date, with 48 transponders, sixfold frequency reuse at
C-band through a combination of polarization and coverage pattern isolation,
and on-board dynamic switching of digital traffic between antenna beams
(satellite-switched time-division rmultipte access [SS-TDMA]).

The launch of the INTELSAT V1 series encountered several setbacks that had
to be overcome. The initial plan called for three of the five satellites to be
launched using NASA’s Space Transportation System (the Shuttle), and two
using the Ariane 4 launch vehicle. However, the Shuttle Challenger disaster in
January 1986, followed by failure of an Ariane vehicle in May of the same
vear, resulted in substantial delay of the INTELSAT V1 program. The subsequent
plan entailed launching three satellites with Ariane 4 and two with Titan 111
vehicles. Although one Titan launch left INTELSAT 603 stranded in low earth
orbit, and currently the subject of a reboost mission, the other four satellites
were successfully placed in geostationary orbit, beginning with the first launch
on Oclober 27, 1989.

Despite these many challenges, all five INTELSAT VI satellites are functioning
so well that it could be considered miraculous! In reality, their success is the
result of a perfect job done primarily by the satellite manufacturer, Hughes
Aircraft Company, with significant assistance from both COMSAT and
INTELSAT. This and the previous two issues of COMSAT Technical Review
document that achievement.
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Pierre J. Madon received the Diploma of Fngineer
from the Ecole Polviechnique, Paris, in 1955; the Auditor
ENSAF from the Engineering School of Acronautics and
Astronqutics, Paris, in 1957; und an M.S. in electrical
engineering form Harvard University in 1958. From 1957
to 1986, he was with Nord Aviation {later Aerospatiale)
as Program Manager for the launch vehicle DIAMANT;
Head of the Departments of Analog Computers, Digital
Computers, und Electronic Equipment Designers; and
Program Menager for the SYMPHONIE telecommunica-
tions satellite and the Ariane launch vehicle. He subse-
quently served as Director of the Aerospatiale plant in Les Mureaux, France, and
as General Manager of EUROSATELLITE. From 1983 to 1986, he was Space Pro-
grams Direcior for Aeraspatiale.

Mr. Mudon joined INTELSAT in 1986 as Senior Director of the Engineering
Division. He was promoted to Vice President, INTELSAT Engineering and Research,
in 1992, His tenure at INTELSAT has encompassed the launch of the INTELSAT Vi
series of satellites and the deploymenr and initiation of the INTELSAT VI system,
operation, and services. The INTELSAT VI and INTELSAT K programs were also
initiated, and their procurement is well under way. In addition. the FOS procurement
program has been initiated. Mr. Madon is @ member of the AIAA.

Editorial Note

S. B. BENNETT, Guest Editor, INTELSAT
G. HYDE, Associate Guest Editor, COMSAT

This is the third issue of the COMSAT Technical Review (CTR) dedicated to
the INTELSAT V1 satellite and system. Because of the importance and complex-
ity of the INTELSAT vt satellite and its associated system operation, three
issues of CTR are needed to fully document the process leading to its very
successful implementation. These issues cover the subject from concept, through
design and test, to in-orbit operation. Related fourth and fifth issues will
address system applications and the implementation of satellite-switched time-
division multiple access (85-TDMA). Compilation of this series is a joint effort
of COMSAT and INTELSAT, including co-editors from each organization.

The first issue in the CTR INTELSAT VI series* described the overall devel-
opment process, as well as system planning, specification of the spacecraft
bus and communications paytoad, and the design for $8-TDMA and frequency-
division multiple access (FDMA) services. The second issue focused on the
design of the INTELSAT VI spacecratt and its communications payload, dealing
with the design of the spacecraft bus; the attitude and payload control system;
a design overview and description of the communications payload; the design,
implementation, and testing of the antenna system; and the design and imple-
mentation of the on-board Ss-TDMA package.

This third issue in the INTELSAT VI series covers a wide range of topics,
including measures taken to ensure a reliable satellite; the launch, deploy-
ment, and in-orbit testing phases: and operation of the satellite in orbit. The
first paper deals with the execution of an extended in-house monitoring pro-
gram, from unit-level design and analysis through development and all phases
of the extensive and complex test plan. The second paper details the plan-
ning and implementation of an INTELSAT VI launch, as well as post-launch
operations such as deployment, attitude, and in-orbit bus tests. In-orbit RF
testing of the payload from a telemetry, tracking, command, and monitoring
(TTC&M) earth station, including measurements of antenna patterns, transpon-
der performance, and telemetry, command, and ranging subsystem perfor-
mance are discussed in the third paper. The design, implementation, and
operation of an INTELSAT post-1989 TTC&M earth station, and the associ-
ated special-purpose complex, are the subject of paper four. Paper five covers

*Refer to pages 503 through 507 of this issue for a listing of the papers scheduled
for publication in this series. Papers on other topics may also be included.
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the management and operation of the communications payloads on-station,
including interfacing with the INTELSAT VI networks and bringing new ser-
vices, carriers, and earth stations on line. The last paper in this issue deals with
the upgrading and use of the spacecraft operations resources reguired for the
INTELSAT V1 fleet, especially increasing the level of automation and data
processing capabilities and making the transition to a centralized telecom-
manding mode.

Presented in a related fourth issue on the INTELSAT system and applica-
tions will be papers on earth station considerations, as well as on digital,
video, and other modulation coding rechniques used in the INTELSAT VI era.
Also covered will be the successful reboost of INTELSAT 603 from low earth
orbit to geosynchronous orbit. The fifth issue will be devoted to describing all
aspects of the $$-TDMA system, which was first used for commercial purposes
on INTELSAT VI,

The editors trust that this comprehensive treatment of the INTELSAT VI
system will prove useful to future system planners. The papers in the CTR
INTELSAT V1 serics are the result of a major effort by a large group of authors
from COMSAT. INTELSAT, and Hughes Aircraft Corporation. and we con-
gratulate them on their substantial achievement.
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Ensuring a reliable satellite

C. E. JOHNSON, R. R. PERSINGER, J. J. LEMON, AND K. J. VOLKERT

(Manuscript received Avgust 14, 1991)

Abstract

The uniquely successful and thorough monitering approach used for all
INTELSAT spacecraft since INTELSAT IV is presented. Because INTELSAT VI is
the largest commercial communications satellite placed in service to date, it presented
many new and complex problems to the contractor. Very comprehensive test plans,
tests, and monitoring approaches were developed and executed. The major features of
this monitoring program are discussed herein. The ground test program is sketched,
from unit level through launch site, and the test data handling system and its use are
presented. Testing unique to the INTELSAT VI program is also reviewed. This in-
cludes near-field anechoic chamber antenna measurements methodology, facilitation,
and antcnna testing; off-load 1-g deployment of solar arrays and reflector antennas;
and electrostatic discharge testing. Finally, some of the problems (and their solutions)
arising from the sheer size of the spacecraft and the change in launch vehicles are
discussed.

Introduction

INTELSAT programs are unique in the commercial aerospace industry in
terms of the large application of resources to in-residence monitoring of
spacecraft design, fabrication, integration, and test. This practice was initiated
by COMSAT during the INTELSAT Iv program and has been continued by
COMSAT, and then INTELSAT, during the INTELSAT 1V-A, V, and VI programs.
In-residence support levels peaked at 88 man-years during the second year of
the INTELSAT VI program. In this program, INTELSAT staft concentrated on
program management, system engineering, and product assurance, while
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COMSAT and other technical assistance contractors provided participatory
monitoring ot design and test activitics.

The INTELSAT vI spacccraft is the largest commercial communications
satellite placed in service to date. The communications capacity provided by
this spacecraft series is vital for continuation and expansion of the INTELSAT
network, At the outset of the INTELSAT vI program. INTELSAT management
decided (o continue the in-residence monitoring concept which had proven so
successful on previous spacecraft programs, and further, to expand the scope
of this monitoring in the early stages of unit design and analysis. In previous
programs, the monitoring etfort was concentrated at the spacecraft system-
level test phase; however, it was recognized that problems with unit design
and fabrication defects detected during system-level testing were leading o
costly program delays. Consequently, for INTELSAT v1 greater cffort was
focused on unit design, manulacturing processes, and testing, and worst-case
circuit and thermal analyses were performed on all units. As a result, the
lailure rate of units during spacecraft-fevel ambient and environmental testing
was very low. During launch-site testing of five spacecraft, there were only
three unit {atlures. The in-orbit unil failure rate has also been low for the four
spacecrall at synchronous altitude.

The INTELSAT 603 spacecraft, stranded in low earth orbit (at the time of this
writing) due to a launch vehicle failure, is operating normaily in transfer orbit
configuration. The only anomaly obscrved is an increase in propellant tank
pressures, apparently caused by a small pressurant leak past a pressure regulator.
INTELSAT has contracted with NASA and Hoghes Aircratt Company (HAC)
1o support an INTELSAT 6013 reboost rescue mission, currently scheduled for
May 1992,

Because the INTELSAT VI spacecraft was a new design. cxtensive develop-
mental and qualification testing was performed. A nonflight prototype spacccratt
was constructed, and unique electrostatic discharge (ESD) testing was conducted
on the prototype and one flight spacccraft. The physical size of INTELSAT VI
created new challenges for ground handling, transportation, and test support
equipment design, To achieve mass and launch size efficiency, all modern
communications satellites incorporate deployable antennas, solar panels, and
other appendages designed to function in the zero-g space environment, but
which need to be supported for deployment and operation in the 1-g test
environment. Testing of the large C- and Ku-band antenna systems in the
HAC ncar-field antenna test range is discussed. Unique off-loading imple-
mentations for antenna and solar panet deployments are described, as is off-
loading of the despun shelf during thermal vacuum testing.
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The INTELSAT approach to progrum monitoring

The important elements which make up the COMSAT/INTELSAT approach
to program monitoring include the negotialed test plan. unrestricted access to
work in progress and to data, the right of approval of rework and failure
dispositions, and substantial in-residence monitoring at the prime contractor
and major subcontractor facilities, supported by computing capability and
augmented with headquarters engineering support and laboratory assistance.

This approach was implemented at the beginning of the INTELSAT IV space-
craft series, and the resulting reliability in orbit has been outstanding. Since
then, no spacecraft that achieved synchronous orbit has been lost from service
prior to propellant depletion, and all INTELSAT 1v spacecraft exceeded their
orbital design life. Reliability in orbit, based on the availability of transponders,
has far exceeded contract requirements. In contrast, other spacecraft series
produced by the same contractors, and using much hardware with an
INTELSAT program heritage, have experienced major problems in orbit,
resulting in some cases in the loss of one or more spacecraft. Table 1 presents
statistics on the INTELSAT Vv spacecraft series and on the initial reliability of
the INTELSAT VI series.

The INTELSAT Vi negotiated test plan became part of the contract with
HAC. The plan defined the scope of testing (in the unit, subsystem, and
system test programs) necessary to show compliance with all performance
specifications. It detailed the (esting to be performed on engineering models,
prototype, protoflight, and flight hardware, and also defined the environmental
conditions to which hardware would be exposed, which encompassed worst-
case predicted in-orbit conditions with specified margins.

The INTELSAT VI contract provided for essentially unrestricted access to
work in progress, data, and documentation related to the effort of the contractor
and subcontractors. HAC and its subcontractors were very cooperative in
providing this access, which is essential to effective monitoring.

Overview of the satellite ground test program

The INTELSAT Vi program included thorough qualification and acceptance
testing at the unit, subsystem, and system levels. Roughly 40 percent of the
program cost was attributable to testing. The objective of the qualification test
program was to demonstrate that the design was adequate for the expected
operating environment, with appropriate margins. The goal of the acceptance
test program was to verify workmanship and confirm that performance complied
with all specifications. Spacecraft specification development has been discussed
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TABLE 1. STATISTICAL DATA FOR INTELSAT V AND VI SERIES

SPACECRAFT

CHARACTERISTICS INTELSAT V INTELSAT V1
Spacecraft in Series 15 5
Spacecrafl in Synchronous Orbit 134 4b
Spacecrafl in Communications Service 13 3
Years in Orhit per Spacecraft 3012 025-225
Accumulated Years in Orbit 105 4.6
Transponders per Spucecraft 27-32 43
Total Transpenders in Orbit 384 152
Accumulated Transponder-Years 3,049 221
Communications Unit Failures 29 5
Transponders Lostd 3 0

a Twp INTELSAT V launch failures.

b Ome launch failure left INTELSAT 603 in low earth orbil. May be recov-
ered it reboost mission is successtul.

SINTELSAT 601 has completed in-orbit test, but has not yet been placed in
COMMmUNICAtions service,

d The ability to prevent transponder loss in the presence ol unit failures is
attributable te the redundancy scheme design.

in companion papers by Pontano ef al. [1] and Cantarella and Porcelli [2].
Specificalion compliance was demonstrated during system-level testing where
possible, although unit-level test results had to be used in some cases. Verifi-
cation through analysis was used only when verification through testing was
not possible.

Qualification

The INTELSAT VI qualification test program included a developmental ve-
hicle (DV), a structural thermal model spacecraft (STM), and a prototype space-
craft (¥1). Table 2 contains the structural environmental test matrix for the
program. The primary spacecrafl structure was designed to 1.5 times the
quasistatic launch vehicle loads. The specifications required the spacecraft to
“elastically” withstand loads cquivalent to 1.5 times predicted flight levels
with a 10-percent margin of safety {i.e., 1.65 times flight levels). HAC stat-
ically tested the DV to 1.65 times the quasistatic loads.
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TABLE 2. STRUCTURAL ENVIRONMENTAL TESTING

TEST STATIC ACOUSTIC®  RANDOM SINE P SHOCK
Developmental 1,65 % 1light©  Qual d Qual d Qual d Flight + 6 dB
(3 cvents)
Life Flight © Flight Flight Flight Flight
(60 5) {60 sfaxis) (4 oct/miny (1 event}
Qualification 1.5 % flight ¢ Flight + 3dB  Flight + 3dB 1.5 x flight  Flight + 6 dB
(2 min) (2minfaxis) (2 oct/min) (3 events)
Protoflight 1.2 > flight © Flight +2dB  Flight + 2dB  1/2 X% flight Flight + 3 dB
{90 %) {90 s/axis) (3 oct/min} (1 eveny)
Acceptance Flight ¢ Flight Flight Flight Flight
(60 s) (60 s/axis) (4 oct/min) (1 event)

4 Test durations stated are minimum valugs. Protoflight and qualification test durations were
always 1.5 and 2.0 times flight, respectively.
Sweep rales used (nctaves/minute} are given in parentheses.

€ Except for composite and low-ductility structures, which were tested to 1.635 times flight.

d Not required al system level.

€ ATl composite and low-ductility structures were acceptance proof-lested to 1.5 times fiight.

The st™M, which consisted of the DV with a simulated payload and complete
antenna farm, was vibrated sinusoidally to 1.5 times preliminary loads
acceplance cycle (PLAC) values supplied by the launch vehicle agencics. A
solar thermal vacuum test was performed on the STM at the Jet Propulsion
Laboratory (JPL) facility, simulating transfer orbit and synchronous orbit
thermal conditions.

The Y1 spacecraft was exposed to a complete qualification program, which
included acoustical vibration to predicted flight levels +4 dB, three-axis sine
vibration to 1.5 times flight, infrared thermal vacuum (IRTV) to flight +10°C,
ESD at 10 mJ, pyroshock, and deployments. Table 3 lists the Y1 IRTV thermal
conditions.

Protoflighd and flight

The cssential elements of the system-level program were the pre-
environmental reference performance measurements ( integrated system fest,
IST-1), environmental exposure {acoustic, random, and sine vibration,
pyroshock, and IRTV), and a post-cnvironmental performance verification
(1sT-2). Repeater performance was measured over the expected operating
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TABLE 3. Y1 IRTV TEST CONDITIONS

TEMPERATURE

TEST ORBITAL HEAT MARGIN
PHASE CONDITION ECLIPSE LOAD )
| Transfer orbit cold No Low -10°
2 Transfer orbit hot No Nominul +10°
3 Summer EOL. No High +10°
4 Equinox EOL No High Nominal
5 Eguinox BOL Yes Low Nominal
] Winter BOL No Low -10°
7 Ambient - - -

range (with margin) in the non-spinning despun compartment thermal vacuum
test prior to antenna installation. Further test data on preflight and in-flight
repeater performance are given in a companion paper by Rosell et al. [3].
Details of antenna system design, implementation, and prelaunch testing are
given by Persinger et al. [4].

Table 4 presents the protoflight and flight IRTV conditions. Protoflight
testing included ESD exposure to 3 m), in addition to the complete acceptance
test program. The duration of the system test program for the last two space-
craft was 9 months. Earlier spaceeraft required substantially longer.

Launch site testing

The INTELSAT VI program includes thorough performance verification testing
at the launch site. The spacecraft is shipped to the launch site in separate
containers housing the spun section, despun section, solar panels, batteries,
and launch vehicle adapter. The launch site test program verifies that all
sections have survived transportation stress and that the rebuild of the various
elements is accomplished correctly. Because of the complexity ot the antenna
test range required, antenna pattern measurements are not performed at the
Jaunch site. The launch campaign duration was 3 months for an Ariane launch
and 4 months for a Titan launch.

Test data handling system

The need for an automated test data storage and review capability at the
contractor’s facility was recognized during the INTELSAT V progranl. The
engineering staff experienced difficulty in conducting timely review and trend
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TABLE 4. FLIGHT SPACECRAFT IRTV TESTING

TEMPERATURL

THST ORBITAL HEAT MARGIN
PHASE CONPITION LCLIPSE LOAL (O]

] Transfer orbit No Nominal +57 %

2 Summer EQL No High +3°

3 Equinox EQL Yes 1ligh Nominal

4 Equinox EQL Yes Low -5

5 Winier BOL No Low =50k

ok Summer BOL No High Nominal

Tk Eguinox EOL No High +5

g Equinox BOI. No Low Nominal

* £10°C for INTELSAT 602 pretoflight.
5 INTELSAT 602 protollight only. No performance testing, monitor only.

detection [or the large quantity of data generated during the spacecraft test
program, particularly [or the repeater and antenna subsystems. The test data
handling system (TDHS) implemented for INTELSAT v provided automation of
data review and analysis, but was limited by the nced for initial manual entry
of data from the engineers’ notcbooks.

The INTELSAT V1 contract required that the contractor transfer test daia to
INTELSAT in near-real time, in machine-rcadable format, and from a central
location. All test procedures specilied requirements for the 1ypes of data to be
transmitted and the format of the data records. HAC implemented a TDHS
facility called “TDHS Central,” where data {rom unit, subsystem. system, and
launch site testing were collected, stored, and then transferred to the INTELSAT
TDHS compuler facility at the program oftice in El Segundo, California.

The major problem encountered was the need to ensure the timeliness and
accuracy of unit data received from the many international and domestic
subcontractors and from the HAC unit areas. Since HAC did not require
delivery of data in machine-readable format from the subcontractors, a large
manual data entry effort was required. Fortunately, data from repeater and
antenna subsysiem testing were collected and stored in machine-readable
format, so that a timely transfer of error-frec data was possible.

The INTELSAT TDIS hardware facility includes a central computer room
with Hewlett-Packard {HP) AS00 series computers and more than 3 Gbyte of
disk storage. There is also a central terminal room, with additional terminals
located in engincers™ offices and at cach system test location within HAC.
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Subsequently, some application programs were implemented on personal com-
puters (PCs), and the capability to down-load data to these compulers was
developed. Hardware costs for the program were approximately $700,000. In
addition, maintenance and support costs are approximately $87.000 per year.
The TDHS staff level of cffort (in man-years per year) was 6 in 1984 and 1985,
5 in 1986 and 1987, decreasing to 3 at the end of the program.

The TRHS provides the capabilities of archival, retrieval, and cxtensive
analysis of spacecraft telemetry data. During system-level testing, telemetry
data were transmitted to INTELSAT TDHS in real time from each HAC system
test equipment location, using INTELSAT-provided modems and leased
telephone circoits. The spacecraft in-flight configuration provides one normal
and one dwell telemetry stream at 4,800 bit/s each. Each strcam requires
55 Mbyte of disk storage per day. During much of the test program, HAC
performed parallel testing of the spun and despun sections, with each generating
two telemetry streams requiring 220 Mbyte of storage per day. The TDHS
objective was to provide at least 5 days of storage per spacecraft under test, in
order to allow INTELSAT engineers time to perform delayed in-depth analysis
of real-time data, thereby eliminating the requirement for around-the-clock
test monitoring. During thermal vacuum testing, HAC also transmitted
temperature sensor and thermocouple scan data to the TDHS for storage.

Although disk space for storing real-time data was necessarily limited, a
capability for archival storage of data for selected periods was provided to
allow further analysis and comparison of data from different test phases, as
wel! as from different spacecraft. Archival records were also provided to the
INTELSAT telemetry, tracking, command, and monitoring (TTC&M) depart-
ment for use in software development and mission training.

Analysis software provided displays of real-time or historical data on ter-
minals (and on PCs running terminal emulation programs), similar to the
displays provided at the INTELSAT Launch Contrel Center, Single and multiple
plots of telemetry channels could be generated, and the ability to scan telem-
etry data for selected events was provided. During ESD testing and acoustic
and sine dynamic exposure, every telemetry channel could be screened for
changes in telemetered status, and the telemetered content of on-board registers
and memory could be reviewed. The results of ESD testing are discussed later
in this paper.

In addition to telemetry processing software, an extensive capability for
analyzing and detecting changes in repeater performance and antenna pattern
data was provided. Repeater performance data were acquired during the de-
spun thermal-vacuum test phase and during the 1$71-1 and IST-2 pre- and
post-environmental ambient test phases. The ability to compare measured
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performance with specifications, or with any previous test phase, was pro-
vided. Selected performance data were transferred to a PC, where a reference
performance database was generated for each spacecraft. This database has
been used by satellite operations departments for comparisons with in-orbit
test data and for in-orbit operations predictions.

For the antenna subsystem {4], an extensive capability for receiving, pro-
cessing, plotting, and analyzing pattern measurement data from the HAC far-
field and near-field antenna ranges was implemented [5]. An automated pat-
tern comparison capability was developed to screen differences between
thousands of far-field patterns and pre- and post-environmental near-ficld
patterns, and flag those differences which require engineering evaluation.
During INTELSAT 605 post-environmental near-field testing, the computer
flagged a discrepancy that was traced (o a loose antenna feed element, With-
out automated processing, this discrepancy would not have been discovered,
and the spacecraft would have been launched with the malfunction.

Program-unique testing

Three unique approaches devcloped to permit proper testing of the excep-
tionally large and complex INTELSAT VI spacecraft are described in this
section.

Near-field anechoic chamber measurements

The INTELSAT VI system-leve] measurement plan required that antenna
pattern measurements be made for the complete antenna farm before and after
spacecraft environmental exposure. Originally it was thought that these
measurements would be performed using a relatively short slant range which
existed at the beginning of the INTELSAT Vi contract in April 1982, Because of
the large size of the antenna farm and despun compartment, it was quickly
recognized that the slant range would require significant zero-g off-loading,
which would present difficulties when trying to measure antenna patterns over
a 20° square measurement window. HAC’s solution to this problem was to
implement a planar near-field anechoic chamber, which provides absolute co-
polarized and cross-polarized far-field measurements without the need to
move the spacecraft under test. Compact and spherical near-field ranges were
considered, but rejected because movement of the antenna farm was still
required.

Over the course of the INTELSAT VI program, the HAC near-field tacility
has yielded programmatic advantages and proven to be cost effective. The
absolute measurements provided by the near-field range eliminated the need
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for far-ficld range testing at HAC of the Sclenia-supplied spot and global
antennas. Also, it was possible to implement antenna design changes atter the
hemifzone antennas had left the far-field range and been mounted on the
spacecraft. In fact, just prior to completion of INTELSAT 602, the receive
beacon tracking system (BTS) antenna array was replaced and recalibrated
using near-field techniques. Tt would not have been econemically feasible to
return the antenna farm to the far-field range.

The HAC near-field anechoic chamber is located adjacent to the spacecraft
assembly arca and allows easy access for spacccraft integration and test. The
planar scanner is 6.5 X 6.5 m and can probe the near-field radiation of an
antenna under test from 4 to 14 GHz, using a variety of linearly and circularity
polarized probe horns. The near-field-to-far-field transformation software and
associated dala processing can be run in the near-field chamber, or oft-linc to
allow the near-lield computer to continug with measurements.

The heart of the near-ficld measurement system is an HP8410 network
analyzer, which was chosen over a receiver because of its ability to make
high-speed measurements. Typically. in the course of one near-field planar
scan, six beams are measured {or two polarizations at six [requencies. The
near-field measurement computer moves the probe with the aid of a laser
system and coordinates the required multiplexing of the beams, polarization,
and frequencics. Attenuation control is also required during the different
polarization states to ensure proper dynamic range. The near-field RF equip-
ment can be configured to test the transimit anfennas in the transmit mode and
the receive antennas in the receive mode. Phase drift has been shown to be
less than 3° over a 10-hour scan. The duration of a scan depends on the
frequency (or frequencies) and size of the antenna under test.

The first phase of the INTELSAT VI antenna farm near-field mcasurement
sequence involves alignment of the despun compartment and hemi/zonc
reflector antennas to each other and to the scan plane. The hemi/zone alignment
techniques are based on the use of tooling balls and a dual theodolite system.
Alignment support software indicates the current translation and rotation of
the various hardware in a common coordinate system, and provides informa-
tion on how to achieve the alignment goal. There are four separate alignment
configurations:

* Transmit hemifzone position
+ Receive hemi/zone position
« Global position

« Ku-band spot beam antenna position.
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Each of the four positions of the despun compartment optimized the required
scan area for the antennas being measured. The despun compartment is first
aligned to the scan plane to within +0.1° in azimuth and elevation. For the
hemi/zone positions, the appropriate reflector is detached from the despun
compartment and aligned to the feed array. The reflector-to-feed-array
ggomctry, as defined by farficld alignment measurements. is repeated to
within £0.01° RF. Typically this requires three to four iterations and is imple-
mented by translation and rotation of the reflector on its own alignment tower
or support structure. The reflector is supported by a ring with a three-point
attachment to eliminate reflector distortion. Once the reflector js aligned to its
feed wray, the reflector and scan plane are surveyed to determine the scan
plane orientation in the antenna coordinate system. This azimuth and elevation
angle are then recorded for future analysis.

Optical-to-Rr near-field alignment repeatability between 1ST-1 and 1ST-2
measurements is on the order of 0.025°, The global and Ku-band antennas use
optical cubes to reference the antenna angular position to the scan plane.
Figurc 1 shows the INTELSAT 602 spacecraft in the HAC near-field chamber.

Figure 1. INTELSAT VI Satellite on Planar Near-Field Range Showing RF
and Antenna System
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Prior to the near-field measurement of a given antenna subsystem, the near-
field hardware is properly configured and an initial RF checkout is performed
to ensure proper dynamic range, linearity, and the absence of RK leakage. This
is very important in near-field testing, as it eliminates problems prior to
commencement of the 10-hr scan. The desired pattern data are then measured
through 23-dB test couplers. For the INTELSAT VI hemi/zone antenna subsystem,
gach antenna is measured in the three ocean region switch positions. Figures 2
and 3 illustratc the excellent agreement of the near-field-to-far-field data
obtained for the INTELSAT 604 spacecraft, Atlantic Ocean Region, zone 3 and
zone 4 receive beams, respectively. Both co-polarized and cross-polarized
antenna performance are shown.

Absolute saturated effective isotropically radiated power (e.ir.p.), tlux
density to saturate, and gain-lo-noise temperature ratio (G/T) measurements
are made in the near-field chamber for each antenna subsystem. These tests
verify the combined performance of the antenna and transponder subsystems.
It is interesting to note that measurement of e.irp. does not require the
combination of separate antenna gain and output power measurements, but is
a single measurement at the peak of the near-field beam. The near-field power
measurement is then transformed to a far-field peak e.ir.p. by using the
pattern data, Reference 5 provides more detail on this subject. Swept frequency
measurements are also conducted to verify proper operation of the transponder/
antenna interface.

The most ambitious use of the near-field chamber on the INTELSAT VI
program has been the near-field calibration of the BTsS—the system that pro-
vides closed-loop pointing performance for the hemi/zone antennas. Normally
the BTS is calibrated on & far-field range, where a plane wave illuminates the
reflector and the resulting modulation index contours are measured. The
advantage of far-field calibration is that the BTS antenna ferrite modulator
assembly and the beacon tracking receiver (RTR) can be calibrated as a unit.
Near-field calibration of the BTS requires that accurate mathematical models
of the modulator assembly and BTR be combined with the measured amplitude
and phase antenna data to predict the modulation index response of the BTR.
Amplitude and phase calibration between the sum and difference channels is
required to be accurate to £0.25 dB and +3.0°, respectively. Figure 4 illus-
trates the agreement of near-field-to-far-field antenna patterns for the INTELSAT
604 transmit BTS azimuth channel (Figure 4a), as well as the in-orbit to near-
field agreement of the INTELSAT 602 receive azimuth channel modulation
index contours (Figure 4b). Currently, 5 out of 10 BTS calibrations have
depended on near-field measurements.

The programmatic and technical advantages offered by the HAC near-field
chamber have contributed to the successful operation of the INTELSAT Vi
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satellites. Persinger er al. [4] discusses the design and implementation of the
INTELSAT V1 antenna subsystem, while Rosell ef af. [3] elaborates on in-orbit
measurements,

Off-loaded 1-g deployments

The size and complexity of the INTELSAT VI deployablce appendages and
solar array required a unique approach to off-load deployment. During C-band
antenna reflector deployments, a group of up to five 3-m-diameter helium-
filled balloons was used to compensate for the l-g gravity effects. Figure 5
shows six inflated balloons ready for deployment testing of the INTELSAT 605
despun section at the Centre Spatial Guyanais (CSG), French Guiana. Because
of the large deployment angles (see Table 3), the balloon lift cables must pass
from the back of the reflectors to the front, requiring whiffletrees and swivels.
Since it was not possible to maintain a position exactly at the center of gravity,
a method based on equal moment compensation (i.e., a smaller lift force at a
greater moment arm) at the hingeline was used.

The test philosophy was based not only on verification thal a mechanism
could deploy an appendage. but also on the ability to measure a state of health
(i.e., a torque margin) in order to detect any degradation due to environmental
exposure or wearout. It quickly became apparent that small errors in the
balloon lift force could significantly affect the fluid-damped deployment times.
A zero-kinetic-energy methodology was developed to determine the [riction
torque and motor torgue, and alse to provide balloon lift force error informa-
tion. In this approach, the force required to move the appendage back and
forth very slowly is recorded. The difference between the “pull” force and
*push” force is a measure of twice the friction torque, and the average is the
net motor torque from the mechanism. Data from actuator unit-level torque
tests is compared to system-level data to determine off-load errors. A study of
three or more positions along the deployment arc can lead to the proper
combination of lift point geometry and lift force. The balloon deployments,
while cumbersome and time-consuming, did provide an acceptable method
for deploying the large retlectors and booms safely, while allowing for the
measurement of meaningful deployment parameters.

The Ku-band antennas used a side-mounted spring element to partially
compensate the overturning moment on the elevation drive mechanism. The
azimuth drive mechanisms on both Ku-band antennas and the global antenna
cluster did not require gravity-compensation devices, since their hingelines
are paralle! to the gravity vector, The solar panel off-load system employed a
concept used on previous HAC spin-stabilized spacecraft, scaled up to accom-
modate the [13-kg INTELSAT VI solar drum. Three off-load devices collocate
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Figure 5. Inflated Balloons During INTELSAT 605 Deployment Testing
at CSG
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with the solar drum positioner (Sbr) mechanisms consisted of coiled negator
springs with a metal tape and pulley system, These provided nearly constant
force over the 413 cm of deployment travel.

The spacecraft was tested in the fully assembled configuration (less reflec-
lors) in the 1RV facility, with the spun section spinning, and the despun
platform pointing controlled by the on-board attitude determination and con-
irol system (ADCS). This required an off-load sysiem to compensate for the
majority of the gravity load on the 1,080-kg platform. in order to protect the
bearings on the bearing and power transfer assembly (BAPTA). A suspended-
mass pulley system was used which incorporated a ball-bearing swivel to
allow rotation of the despun shelf.

The off-loader incorporated a two-axis lateral positioner and whiffletrec,
which allowed the swiveled lift point to be repositioned to compensate for
changes in geometry within the vacuum chamber, and for center of gravity
shitts duc te deployment of the Ku-band and global antennas, Early problems
with this off-loader werc overcome once it was determined that the align-
ment of the three shelf pick-up cable attachment brackets was critical to its
performance.
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To demonstrate the immunity of INTELSAT VI spacecraft 10 ESD, a
comprehensive test program was performed on both the protoflight and one
flight spacecraft. A lumped-clement computer model developed by HAC for
predicting INTELSAT VI currents and voltages induced by ESD events made it
possible to predict responses to ground-based ESD environtments.

One problem with ESD testing has been that test instrumentation 15 often
affected by the discharges, leading to uncertainty in the test results. For the
INTELSAT VI program, INTELSAT developed a fiber-optic-based instrumenta-
tion system which allowed monitoring of induced voltages and currents during
controlled energy injections from a capacitive discharge pulser simulating
discharges expected in orbit, thus permilting comparison of measured data
with model predictions. The fiber optic link provided electrical isolation with
bandwidth to accurately transmit high-frequency components of ESD events in
excess of 50 MHz. The INTELSAT TDHS offered the capability to capture all
spacecraft telemetry during the tests and allowed examination of all channels
for upsets during the injections.

More than 160,000 pulses were injecied into the prototype spaccecraft, with
a maximum energy level of 10 ml. The INTELSAT 604 {light spacecraft was
exposed (o less than 100 pulses at a maximum energy of 3 ml. This is believed
to be the first direct-injection ESD test on a commercial flight spacecraft.
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The test results showed that the induced currents and voltages agreed well
with the model. When the prototype spacecraft was exposed to higher energy
levels, many upsets of telemetered status and telemetered memory content
were observed; however, actual spacecraft configuration and memory content
were not altered, as evidenced by the fact that telemetered status returned to
normal in subsequent telemetry frames. Clearing of the prototype spacecratt
command processing unit command registers was observed at the higher
energy levels. This phenomena had been observed during unit qualification
testing when 25-ml pulses were injected into the box corners. It was interesting
that the same phenomena surfaced during prototype spacecraft testing at a
lower energy level.

None of the EsD-induced upsets were judged mission-critical. No permanent
damage was sustained, and no evidence of latent damage has been observed.
In addition, no upsets were observed during the flight spacecraft ESD testing.

The fiber optic instrumentation was again used to determine the magnitude
of voltages induced in the spacecraft harness during welding of propellant
lines. The induced voltages measured on the Y| spacecraft during welding
were an order of magnitude less than those observed during ESD testing.
Therefore, it was decided that welding could be safely performed on a flight
spacecraft without disconnecting or removing units. One delta pressure trans-
ducer was removed from the INTELSAT 603 spacecraft, and the propellant line
was welded closed. The fiber optic instrumentation was used to measure
induced harness voltages, which were again verified to be substantially less
than INTELSAT 604 had been exposed to during ESD testing.

Program-unique problems

Unique problems were encountered during the INTELSAT VI program due to
the large size of the spacecraft and the need to add compatibility with a third
launch vehicle after all spacecraft structures had been fabricated.

Size of the spaceerafit

The massive size of the INTELSAT VI spacecraft presented constant challenges
during integration, testing, and transportation. Each spacecraft was exten-
sively disassembled after environmental testing, and was shipped to the launch
site in five containers holding the despun section {(antenna farm, repeater,
telemetry, and command), spun section (power, controls, and propulsion},
solar panels, batteries, and launch vehicle adapter.

The shipping container for the despun section was too large to fit within
any commercial cargo aircraft. The container could have fit within one of the
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modified U.S. Air Force C5A’s; however, the aircraft were not available at the
time required for shipment. Consequently, the containers were transported to
Florida by truck. Figure 6 shows the INTELSAT 602 spacecraft despun and
spun containers loaded on a trailer at HAC, just prior to departure. The
INTELSAT 602, 603, and 601 spacecraft, launched on Ariane 44L vehicles,
were transported to Cayenne, French Guiana, by ship. During the INTELSAT

602 shipment, water leaked into the solar panel container, causing some
delamination of solar cells.

Figure 6. INTELSAT 602 Spacecraft Spun and Despun Sections Loaded on
a Trailer at HAC El Segundo Just Prior to Departure

At the launch site, the spun and despun sections were tested separately. The
secttons were then joined. and the solar panels and batteries were installed
prior to propellant loading. The integration and testing at the launch site was
S0 extensive as to require 3 months for Ariane launches and 4 months for
Titan launches (which require the integration of a solid perigee kick motor
stage). By contrast, the INTELSAT V launch campaign required less than
L{months. Figure 7 shows the INTELSAT 605 spacecraft ready for encapsula-
tion prior to Ariane launch from CSG.
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Figure 7. INTELSAT 605 Spacecraft Ready for Encapsulation Prior (o
Ariane Launch From CSG
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Change of launch vehicle

The initial INTELSAT VI contract specified compatibility with the Arianespace
Anane IV and the NASA Space Transportation System ($7s, the Shuttle)
launch vehicles. As a result of the Shuttle Challenger disaster, NASA elected
to cancel the INTELSAT VI contract. Subsequently, INTELSAT entered into a
contract with Martin Marietta Corporation (MMC) for two launches on the
Commeicial Titan Il vehicle. The INTELSAT VI contract with HAC was
amended (o provide for termination of the sts airborne support equipment
subcontract with British Aerospace and disposal of the cradle hardware. The
requirement for Titan compatibility, including hardware, launch vehicle
interfacing, and launch site preparation, was added.

The agreement with HAC provided that any exceedences (i.c., deviations
in the Titan II launch conditions outside the Ariane/sTS launch environment
envelope) would require requalification of the INTELSAT VI spacecraft, or
INTELSAT would assume responsibility for any consequences. Based on the
preliminary loads analysis from MMC, an additional sine vibration qualifica-
tion test was performed on the prototype spacecraft. Subsequent loads analysis
and mission predictions from MMC indicated further exceedences over the
Ariane/STS environment for launch acoustic and overpressure shock, as well
as for post-fairing-separation free molecular heating. At considerable cost to
INTELSAT, MMC extended the launch pad flame duct to reduce acoustic
loads, added a water suppression system to reduce the overpressure pulse
shock loads, and modified the launch trajectory to reduce free molecular
heating.

Conclusions

INTELSAT procurcs and operates more commercial communications
satellites than any other entity. For the INTELSAT tv, v, and VI series space-
craft, INTELSA'T contracted for developmental, qualification, and acceptance
test programs which were the most extensive in the industry. Each program
included a prototype spacecraft that was not refurbished for flight. The
INTELSAT record for reliability in-orbit and for operation longer than satellite
design life has been outstanding.

The INTELSAT VI spacecraft series utilized large C- and Ku-band antennas
which required a complex deployment scheme for this dual-spin spacecrafi.
Pre- and post-environmental exposure testing of the antenna farm was
performed in the HAC near-field facility. Deployment testing in the 1-g
environment required unique test fixture design. The fact that all deployments
in-orbit have becn completely successful is a tribute to the care HAC and
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INTELSAT gave to the design, integration, and testing of the antenna and
other deployable mechanisms.

INTELSAT uses a staff of technical specialists for extensive in-residence
monitoring at the spacecraft contractor facilities, and provides these specialists
with extensive test data analysis capability, including the TDHS. Since a
contractor’s priorities focus on developing the capability to control the space-
craft, perform the testing, and capture the test measurement data, test results
are generally analyzed only to the extent required to show compliance with
contract specification. Because the contractor is motivated by cost and schedule
constraints to complele each test in the minimum time, hardware and software
resources are not allocated for the kind of analysis conducted by the TDHS.

INTELSAT analysis is directed toward predicting in-orbit performance
and suitability for the intended mission. Total spacecraft performance and
subsystem interaction are considered. The INTELSAT TDHS was designed to
identify changes in performance or trends during the various test phases which
could foretell problems, even if current test measurcments meet specification.
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Abstract

The planning and resources that ensured a smooth launch, post-launch operations,
and in-orbit testing of the INTELSAT VI satellite series are described. The efforts over
years of planning are outlined {rom both the launch and spacecrafl operations perspec-
tives. INTELSAT mission activities are then detailed, concentrating on launch base
operations, spaceeraft attitude and orbit operations, and spacecrafl deployment. All
new satellites launched by INTELSAT undergo extensive post-deployment bus and
puyload checkouts hefore being placed in service, The final section of the paper
describes the in-orbit testing of the INTELSAT VI bus.

Introduction

The INTELSAT VI spacecraft was originally designed to be compatible with
the Ariane 4 launch vchicle and the NASA Space Transportation System (STS,
commonly known as the Shuttle) [1]. The initial launch arrangements for the
five INTELSAT VI spacecraft included three STS and two Ariane 4 launches
INTELSAT 601 and 605}. However, as a result of the tragic Shuttle Challenger
accident in January 1986, the INTELSAT VI program was restructured and the
launch arrangements were modified to include a third Ariane 4 launch (INTELSAT
602) and two Titan III launches (INTELSAT 603 and 604). During the several-
year schedule extension, two of the five spacecraft were moditied for compat-
ibility with the¢ Commercial Titan launcher.

Mission operations are functionally identical for both the Ariane and Titan
launch vchicles, once the spacecraft is in geosynchronous transfer orbit (GTO).
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The first INTELSAT VI spacecraft, INTELSAT 602, was launched atop an
Ariane 4 on QOctober 27, 1987, The mission involved difficult prelaunch
opcrations, a complex series of maneuvers, spacecraft dynamics movements,
and deployments. Each phase of the mission was accomp]ished‘succ?ssfully,
largely due to detailed planning, cxhaustive prelaunch spacecraft testing, and
comprehensive mission rehearsals. The following discussion focuses on that
mission, which was typical of all INTELSAT VI launches.

The actual launch of INTELSAT 602 was completed in just over 22 minutes
after lift-off; however, the launch was really the culmination of a process that
had begun over 7-1/2 years earlier. The efforts during development of ic
launch vehicle and spacecraft programs had resulted in a spacecraft design
that was compatible with the Ariane launch vehicle. Meticulous launch cam-
paign planning laid the groundwork for launch site operations. The 3-1/2
month launch campaign ensured that a fully integrated and tested INTELSAT
602 spacccraft was ready for launch. All of these efforts resulted in the
successful launch of the first INTELSAT V1 spacecratt.

Following separation of the spacecraft from the launch vehicle, the fo_cus of
activities shifted to the INTELSAT Launch Control Center (LCC) in Washington,
D.C. This was the beginning of 3 weeks of intensive and demanding work f.or
the LCC and the tclemetry, tracking, command, and monitoring (TTC&M) site
personnel. Transitioning the spacecraft from the launch configu.ration in GTO
to an operalional configuration in geosynchronous earth orbit (GEO) ﬂ.[ a
specified station longitude is a complex interdisciplinary process that requires
several years of planning, procedure generation, software development, train-
ing, and rehearsals. A large team of experts from INTELSAT3 COMSAT. ancl_
Hughes Aircraft Company (HAC) were actively involved in a}l phz.ises of
preparation and execution of the mission. Three weeks after lift-off,
INTELSAT 602 was providing international service for the U.S5./U.S.S.R.
Summit in Malta.

INTELSAT 602 is now serving the Indian Ocean Region (10R), and the four
additional satellites have also been launched. At the time of this writing,
INTELSAT 603 has failed to achieve the desired orbit because of a launch
vehicle problem, while INTELSAT 601 and 605 have been successfully com-
missicned and are in service in the Atlantic Ocean Region (AOR). INTELSAT
604 was successfully launched and is currently undergoing in-orbit testing
(1om).

INTELSAT VI launch and mission planning

Planning for the launch and mission operations of any spacecraft is in'h.cr-
ently part of the design process. Within INTELSAT, launch vehicle activities
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and spacecraft activities are the primary responsibility of different groups.
Launch-related activities consist of ensuring the compatibility of the
INTELSAT VI spacecraft with its associated launch vehicle, while simultaneously
preparing for and managing the complicated logistics of the launch campaign.
Spacecraft activities involve detailed planning of the sequence of events, and
compiling and automating the hundreds of thousands of commands that must
be sent to the spacecraft.

INTELSAT VI launch planning

The overall effort entailed in preparing for a launch generally takes a
period of approximately 3 years—somewhat less than the time required to
produce the first spacecraft of a typical INTELSAT spacecrafl program.
Although not formally defined as such, the wide variety of activities per-
formed over this period can be divided into two phases: an integration phase
and a launch campaign planning phase.

INTEGRATION PHASE

The integration phase includes the formal definition and documentation of
all requirements and interfaces between the spacecraft and the launch vehicle
during the launch phase, and all requirements and interfaces between the
spacecraft, launch vehicle, spacecraft test equipment, and launch site support
tacilities during prelaunch operations. The term “integration” is used since the
requirements and interfaces of the spacecraft contractor and the launch services
suppiier must be combined, or integrated, to provide compatibility. The inte-
gration phase generally covers the first 2 years of the 3-year launch planning
period.

One aspect of INTELSAT VI Ariane launch planning is particularly note-
worthy. At the time the contract was signed, it was not possible to develop a
detailed definition of compatibility with the Ariane 4 because the Ariane 4
program had only been approved in January 1982, The only compatibility
item specifically identified in the INTELSAT v1 spacecraft contract was that the
spacecraft static envelope must be no more constraining than that described in
two telexes from the launch vehicle contractor, Arianespace. The complete
definition of all interface and launch requirements had to evolve as the space-
craft and launch vehicle designs were developed. It was remarkable that this
was achieved without significant technical and programmatic problems,

The definition of requirements and the detailed documentation of inter-
faces was orchestrated by INTELSAT through a combination of ad hoc tech-
nical meetings, telephone conferences, and written correspondence. As the
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requirements and interfaces were identified and agreed to,.they were fon‘nalloy
documented in an interface control document. For Ariane launches, this
document is called the “Dossier de Controle d’Interface™ (DCI). Developmen‘t
of the DCI was an evolutionary process which continued as the spacecraft
design requirements matured. After the pCr was formally appr_‘(wed .by
INTELSAT, HAC, and Arianespace, it was maintained under configuration
contrel. o

In conjunction with the development of the PCY, a series of mission u‘nalyses
were conducted by Arianespace. A coupled launch vehicle/spacecratt st.ruc—
tural loads analysis is of critical importance to the spacecraft contract(.)r., since
results are used to verify the adequacy of the structural design. In addition, an
integrated thermal analysis was used to assess the compatibility of the space-
craft thermal design with the intended launch operation. Other analyscs in-
cluded trajectory and mission sequence, flight mechanics {(e.g.. space.cruit
reorientation after orbit injection, spin-up, and clearance during scparation),
and RF compatibility studies. The results of these analyses and supplcmen[a}
analyses completed by the spacecraft contractor ensured that the spacecraft
and launch vehicle could fulfill their intended missions.

LAUNCH CAMPAIGN PLANNING PHASE

Approximately | year prior to launch, specific planning for the laur.lch
campaign was initiated. A preliminary schedule was developed encompassing
the spacceralt assembly and testing tasks that had to be corgp:leted to‘ prepare
the spacecraft for launch. Where necessary, procedures spg:dwa]ly tailored to
the launch site were developed. Plans were devised for shipment of the space-
craft itsell. as well as the large amount of mechanical and electrical suppo.rt
equipment necessary for the launch operations. Arrangements were also initi-
ated for shipment to the launch site of the hazardous propellants to be loaded
into the spacecraft. ‘

In parallel with the planning that had to be done by the spacecratt contrac-
tor, joint planning with the launch services contractor was also necessary.
Detailed utilization plans for the {acilities at the launch site were developed,
including such items as layouts for the spacccraft and .rclaled mechanu?al
ground support equipment {MGSE) in the high-bay facilities, and la}Ifouts for
the electrical ground support equipment (FGSE) in a control room udgacent o
the high-bay facilities. In addition, a detailed list of support services was
compiled so that the launch services contractor could pr(‘)pt':r‘ly prepare for-the
launch campaign. Typical support services include inLerfacllhty 1rapspor‘tat10n.
supply of miscelluncous fluids, provision of various office equipment and
supplies, and arrangements for telephone service.
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Also during this time, combined discussions were held with the spacecraft
and launch services contractors to define the testing Lo be conducted at the
launch site, in order to verify the electrical interfaces defined in the interface
control documentation. These discussions detined the scope of testing, described
the methods used, and identified the test equipment required.

By necessity. activities during the launch campaign planning phase are
terative in nature. Schedules and plans developed by the spacecraft and
launch services contractors must be combined and coordinated. Literally
hundreds of details must be worked out which are varied in nature, ranging
from detailed technical discussions of interface testing to more pragmatic
issues such as the number of desks to be provided in the office areas. The
success of the launch campaign itself depends on the thoroughness of prepara-
tions during the planning phase. Once the campaign has begun, activities that
have not been properly preplanned and coordinated between the spacecraft
and launch services contractors can adversely impact the launch schedule,

INTELSAT VI spacecrafit mission planning

Planning for the first INTELSAT VI launch began in 1984. Aclivities slowed
considerably when the first launch was delayed due the Shutile Challenger
accident, and resumed in carnest in early 1988, A multidisciplinary team of
INTELSAT, COMSAT, and HAC engineers actively defined the detailed
sequence of events, developing and documenting procedures and contingency
plans. These cfforts culminated in the first comprehensive launch mission
rehearsal in December 1988, The early rehearsal identified numerous short-
comings in procedures, processing software, and mission team protocol and
discipline, which were corrected over the period leading (o the first launch.

Certain aspects of mission, orbital, and spacecraft operations underwent
significant changes during the planning and development phase. The lead in
these planning and implementation activities was taken by INTELSAT's Space-
craft Engineering Department and Flight Operations Section. The original
sequence was considerably altered as more information on the spacecraft
capabiiitics and constraints was established during the course of spacecraft
unit- and system-level testing. As a result, the final mission profile bore little
resemblance to the initial profile.

ORBITAL OPERATIONS PLANNING

The mission profile after launch is depicted in Figures | and 2. The Ariane
44L provides the GTO injection, reoricnts the spacecraft to telemetry coverage
injection attitude, spins the spacecraft, and separates it from the launch vehicle.




©)

COMPLETION QF DIRECT ASCENT
START REORIENTATION
TO AMF ATTITUDE A

TRANSFER

@ ORBIT
FAIRING \
JETTISON

01t

lo6l “T1vd ‘T ATEKON 1T TNNTOA MHITATY TVIINHIHL LYSNOD

ACQUISITICN
Lo © IN AMF ATTITUDE
1L OMNIDEPLOY SPINUP
UPPER STAGE SPINUP
SPAGEGRAFT SEPARATION
Figure 1. Transfer Orbir Injection
e
L5/ (3
EEES.!;E? ESEF?E%BT'T FIRST ABM TO ESTABLISH

INTERMEDIATE
TRANSFER ORBIT

T

IN-PLANE ERRORS

@

INTERMEDIATE -~ SUBSEQUENT ABMSs
< DRIFT ORBIT TRANSFER INITIAL [T)o ESTAB;:_?H INITIAL
AFTER 2ND AMF ORBIT AFTER TRANSFER ORBIT RIFT OR

1ST AMF

©)

ATTITUDE/ORBIT
DETERMINATION !
| y UNLOCK
N

] @ PLATFORM.

I SUPERSPIN
REORIENT TO ORBIT | /
NORMAL & CORRECT \
QUT-OF-PLANE ERRCRS ——

\—_F__T@//

DEPLOY ANTENNAS
ACTIVATE GYROSTAT STABILIZATION

<

CIRCULARIZE &
SYNCHRONIZE

DESPIN PLATFORM
DEPLOY PANEL
DEPLOY OMNI

Figure 2. Synchronous Orbit Acquisition

LOI SOd ¥ INFWAOTIAA "‘SNOLLYHHd (O HINNYT

45y



312 COMSAT TECHNICAL REVIEW VOLUME 21 NUMBER 2, FALL 1991

Following acquisition by an INTELSAT TTC&M station, spucecraft status 13
verified a;nd a series of operations is undertaken to prepare for the subsequent
orbit-raising maneuvers. o

An INTELSAT VI series satellite is placed into geosynchrf)nous orbit in
several steps. The Ariane-injected GTO is high.ly elllpti_cal, with apogee and
perigee aligned with the equatorial plane at altitudes 01‘.35,786 and 2(3)0 (I;m,
respectively. The orbit plane is inclined 1o the eguat(mfll plane by 7_. né
large maneuver at apogec can simultaneously raise Perlgee to synf:hlonuus
altitude and rotate the orbit plane into coincidence with the equatorial plane,
placing the satellite into geosynchronous orbit: o |

The orbit-raising maneuver impulse is supplied by lwo‘llqmd apogee motors
(Lams) mounted on the aft end of the spinning spacecraft, parz.illel to the spin
axis and diametrically opposite each other. More details regarding the sate.lhte
bus design can be found in a companion paper by Dest et al. [2]. Previous
spacecraft have used tixed-size, solid rocket motors to impart this 111?1ne%1ver
velocity in a single burn lasting abour 1 minute. The lNiI‘ELSAT VI restartab‘le
LAMs require about 1-1/2 hours of burn time because of a loviver.thrust .leva_l.
Propellant efficiency is maximized when the maneuver velocity is applied 1n
an infinitesimally short period of time, as with a solid rocke.t motor. Such
efficiency is ncarly achievable by excculing a sequence of sho‘rtc?' LAM
maneuvers al several appropriate apogee occurrences, smcc'[hf: prmm})le ‘of
superposition applies. The evolution of the 1.AM mancuver mission pmil.le f(.)l.'
INTELSAT 602 |3] is presented in Table 1. The following paragraphs discuss
the reasons for the changes.

TagLe 1. INTELSAT 602 LAM MANEUVER MISSION PROFILE

ORIGINAL NOMINAL ORIGINAL BACKLP PRELAUNCH NOMINAL

.AM APOGEE  DURATION  APOGEE  DURATION — APOGEE DUR A.T [ON

MANEUVLER NO. NO). (min) NO. (min) NO). {min)

{) 2 .75 2 0.75 | 0.75

1 4 42 5 42 2 15

2 6 42 8 42 3 22

3 8 3 10 3 5 27

4 - — - - 7 18

5 — - - 8 3
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The original mission profile for INTELSAT 602 was defined early in 1989.
The orbit-raising sequence called for two large apogee boost maneuvers (ABMS),
each of which involved firing the LAMSs for about 42 min. Prior to these, a
45-second burn of the LAMs was scheduled to determine the amount of rotor
spin rate change imparted during a burn. Finally, a 3-minute vernier burn
completed the sequence. To allow for the possibility of postponement of the
first large maneuver, a backup sequence was also developed.

The above maneuver sequence was selected to minimize the effect of thrust
attitude errors. Sufficient time was allowed to determine and correct such
errors between mancuvers, thus minimizing the amount of propellant expended
for error correction. Additionally, the sequence and sizing of maneuvers were
selected so that the last maneuver would place the satellite in geosynchronous
orbit at 322°E longitude for 10T from the TTC&M earth station at Fucino, Italy.

Several months before launch, the mission proftle was revised to use shorter
maneuvers. Based on thruster test-firing data and in-orbit data from similar
thrusters, there was concern over a possible thermal runaway condition which
might lead to catastrophic thruster failure. The first major ABM was to be
limited to 15 minutes. Subsequent maneuvers could be longer, but not nearly
as long as in the original plan. A backup profile was Judged unnecessary
because the increased number of ABMs provided more flexibility in devising a

maneuver sequence to meet the mission objectives once the LAM performance
was known.

SPACECRAFT ATTITUDE CONTROL OPERATIONS PLANNING

Planning of spacecraft attitude control operations is necessary to provide
the proper spacecraft attitude during orbit-raising maneuvers, while maintaining
an acceptable thermal configuration and power energy balance. Throughout
transfer orbit, orbit-raising mancuvers are executed using LAMs. Since the
direction of thrust is parallel to the spin axis, the spacecraft maneuver plan-
ning process defines the inertial orientation of the spin axis required for the
maneuver. To achieve the correct orientation, it must be possible to both
determine and change the spin axis attitude. The spacecraft attitude control
system, including that portion used during orbit-establishing maneuvers, is
described in detail in o companion paper by Slafer and Seidenstucker [4].

Spin axis attitude is determined by using data from sun and earth sensors.
The sensors are mounted in the rotor and scan the sun and earth as the
spacecrafl rotates. The sun sensor is a V-slit design that measures the angle
between the spin axis and the line of sight to the sun. The earth sensor is an
infrared horizon scanner with a narrow field of view. It measures earth
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chordwidth, which defines the angle from the spin axis to the earth center. The
spacecraft has four earth sensors. Two, designated north earth sensors, are
mounted with the optic axis at an angle of 84.5° to the spin axis, while two
south earth sensors are mounted with the optic axis at an angle of 95.5° to the
spin axis.

Data from the sensors are collected for a period of 4 to 5 hours centered
around apogee. During this time, at least one earth sensor scan intercepts the
earth to provide chordwidth data. The data collected are processed with a
least-squares batch processor to compute an accurate estimate of the inertial
attitude of the spin axis,

The attitude data are corrupted by noise on the measurements, as well as by
the complicated rotation of the spacecraft. In transfer orbit, the rotor and
platform spin at different rates. The rotor is both statically and dynamically
balanced, while the platform is balanced statically but has non-zero products
of inertia. Because of this dynamic imbalance, the principal axis of rotation of
the platform does not coincide with the spin axis of the rotor, but intersects the
spin axis at a slight angle. With both rotor and platform rotating, the spin axis
cones around the inertial angular momentum vector, and the sensor field of
view does not sweep out a right circular cone as it would for pure, simple spin.
This irregularity of the sensor scan causes a further corruption of the sun and
carth sensor data, which is taken to be additional random noise in the least-
squares batch processor. The higher noise level can be tolerated as long as the
data collection interval is sufficiently long—preferably, 4 to 5 hours. For the
first launch, this cffect was minimized by almost completely balancing the
platform dynamically with balance weights.

Reorientation of the spin axis (actually, the angular momentum vector} to
the LAM maneuver attitude is another aspect of spacecraft attitude control.
This is accomplished by spin-synchronous pulsing of a LAM or a 22-newton
axial thruster. Synchronization is provided by detecting the sun in the merid-
ian slit of the sun sensor. Once every rotor spin period, the thruster is pulsed at
a constant angular delay relative to sun detection. The angular delay is calcu-
lated by knowing the starting and desired final inertial attitudes, the inertial
orientation of the sun, and the location of the thruster relative to the sun
sensor. The 1.AMs and axial thrusters are parallel to the spin axis but displaced
outhoard from it. Therefore, synchronous thruster pulses provide only trans-
verse torque, which precesses the inertial angular momentum in the desired
direction.

Spacecraft attitude control dominates mission operations during the several
I.AM firings, until GEO is achieved. Attention then focuses on deployment of
the spacecraft appendages.
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PLANNING SPACECRAFT DEPLOYMENTS

For compatibility with launch vehicle envelopes, spacecraft appendages
must be stowed for launch, Deployabic appendages include the omni C-bandk
and Ku-band antennas; the antenna support structure (mono})od anci
auxmonopod); and the telescoping solar drum. INTELSAT V1 separates from the
lflunch vehicle by releasing a V-band clamp using three pvrotechnic bolts
ﬁred by the launch vehicle. Iuitial deployment of the omni antenna to lht;
intermediate transfer orbit position occurs just after this separation and is
commanded outside of ground station coverage by the Ariane launch vehiclek
Re.,]easc of the spun-to-despun interface is also accomplished in transter orbit'
prior to orbit raising. Remaining INTELSAT VI deployments are completed
after achieving GEO. The deployment sequence is depicted in Figure 3.

) The stowed and deployed configurations of INTELSAT VI are shown in
f:g.ur_c 4. The telescoping outer solar drum is freed from the il‘lﬂ&l: drum b
1nd1vr§ua[ly conunanding three pyrotechnic bolt cutters. The deployable outesr/
drum is .then deployed 63.8 cm by three stepper-motor-driven rack and pinion
mechanisms called solar drum positioners (snPs). During deployment, the
output of the SDP motor is limited by selecting a motor cirrem pulse-»\:idth
depen(?lent on temperature telemetry. This limitation of output ensures that
more Tor.ce is avatlable to back out of a stuck condition than was available to
getinto 1.

The complex antenna subsystem (described by Persinger er al |3]) is
deployed to its final on-orbit configuration by using both spring-drive; ana
slepper-motor-driven mechanisms. A series of pyrotechnic events is com-
manded, cutting locking bolts and pulling locking pins, until all antennas are
teleased. The commanded sequence of release is shown in Table 2 "lthe
commanded stepping sequence required to move the Ku-band and éloh'ﬂ
antennas from the stowed to fully deployed state is illustrated in Fi gure 5 T};e
spacecraft deployment scenario was another part of the mission plannir;}:;, that
was changed frequently as a result of information lcarned during ground
lesting. Special software was developed to aid in detecting and rclie\.fin ra
potential jam condition during solar drum, Ku-band. and elobal hé
deployments. ’ , e e

MISSION DOCUMENTATION

One of the most significant mission planning efforts involved generating
lh_e documentation required for executing a nominal mission and For copin4
with contingency situations that could occur during transfer orbit operationf
The documentation identified early in the planning stage included a dclailelci
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TABLE 2. ANTENNA DEPLOYMENT REI.EASE SEQUENCE

PYROTECHNIC
LAUNCH LOCK DEVICES DESCRIPTION

Omni Elevation Bolt cutter Actuator is fired by the sequencer and
deploys omui antenna 47,37,

Omni Azimuth Pin puller Deploys omni azimuth actuator 164,57
to final on-orbit position.

Auxiliary Monopod Bolt cutter Deploys auxmonopod support structure

{auxmonopod) 87° out of RF field.

Monopod Bolt culter Releases transmit and receive C-band
reflecters at monopod interface.

Tripod Bolt cutter Releases transmit C-band reflector.
Transmit dish actuator deploys
reflector 224°,

Global Horn and F/W Bolt cutters (33 Releases launch supports so that

slepper motor mechanisms can deploy
global horn and E and W spots to
nominal earth-pointing pesitions.
Specitic stepping sequence uscd to
avoid contacting other structures.

Ku-Band Spot Beam Antennas

Bipod Bolt cutter Releases receive C-band reflector.
Receive boom actuator deploys boom
and reflector 84.7° 1o {inal on-orbit
position. Monopod deploys out of RF
field.

Transmit Boom Actuator Pin puller Transmit boom acluater deploys
C-buand reflector and boom 119.57 to

final on-orbit position.

sequence of events, contingency plans, an operations handbook, telemetry and
command lists, a computer timeline, and TTC&M station coverage plots.

Development of these documents required considerable time and effort by
INTELSAT and HAC personnel. The most important document, the detailed
Sequence of Events, will serve as an example of this effort. This document
provides the following:

= Command sequences in the correct order to achieve the mission goals.

* Each command number, full command text, command type, and details
of the ground command generator setup.

» Telemetry display requircments, together with the changes in the
displays produced by execution of the command.

« Command authorization details.
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Figure 5. Stepper-Motor-Driven Deploymenr Sequence

* TTC&M station visibility details.
* Perigee, apogee, and eclipse passage details.
Operational constraints for cach Operation,
Computer and strip-chart setup requirements.
Command veritication requirements.

Contingency plans applicable to specific operations.
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The document development procedure began by defining the orbital opera-
tions required to place the spacecraft into GEO from GTO. Information was
then obtained on the requirements of each subsystem for each phase of the
transfer orbit. The most demanding subsystems were the attitude determina-
tion and control subsystem (ADCS) and the mechanisms subsysiem. Their
requirements were very dynamic, changing significantly from one interface to
another. After the main elements of the mission were understood, an outline
sequence was defined. A near-final version of this outline is shown in Table 3.
The details were generated by engineers assigned to specific subsystems,
through interface meetings and from the results from the spacecraft ground
tests program and prelaunch rehearsals. The final 195-page Sequence of Events
document was not complete until about 1 week before the first launch.

TABLE 3. NOMINAL ARIANE TRANSFER ORBIT SCHEDULE OF EVENTS

TIME EVENT
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TABLE 3. NOMINAL ARIANE TRANSFER ORBIT SCHEDULE OF EVENTS

(CONT'D)

TIME

EVENT

Zamengoe Acquisition
Omni deployment
Ariane separation

15t Apogec

Jatiluhur Acquisition
Omni lirst-stage deployment check
Spacecraft attitude checks
Yamaguchi Acquisition
Health checks
T&C checks
ACE initialization
Thermal configuration
Battery thermal configuration
LBS thermal configuration
ADCS functional checks

Perigee Pass Configuration
2nd Perigee Enter Perigee Shadow

2nd Apogee Exit Perigee Shadow
Post-perigee configuration

Superspin Seguence
Platform relcase
Motor drivers superspin spacecraft
Spinup/radial preburm
Attitude Adjustments
LAM/RCS wuch-up oricntation
LBS Pressurization

Perigee Pass Power and Thermal Reconfiguration

3rd Perigee
3rd Apogee

4th Perigee

4th Apogee

Sth to 8th Perigee

5thw 8th Apogee

9th Perigee

9th Apogce

1Oth Perigee

10th Apogee

Enter Perigee Shadow

Pn:st-Fv’erigec Pass Power and Thermal Reconfiguration
Station acquisition
Attitude determination

LLAM Test Fire (3rd apogec)
RCS touch-up oricntation
Pre-Perigee Pass Power and Thermul Reconfiguration

Enter Perigee Shadow

Pc)?l—?erigce Pass Power and Thermal Recontiguration
Station acquisition
Atlitude determination

First Major LAM Fire {4th apogee)
RCS touch-up orientation

Pre-Perigee Puss Power and Thermal Recenliguration
Entering Perigee Shadow

Pmt—lferigee Rass Power and Thermal Reconfiguration
Station ucquisition
Attitude determination
Pre-Perigee Pass Power and Thermal Reconfi guration
Enter Perigee Shadow

Posl—l?erigcc Pass Power and Thermal Reconfiguration
Station acquisition i
Attitude determination

Second Major LAM Fire (Sth apogee)
RCS touch-up oricntation

Pre-Perigee Pass Power and Thermal Recontiguration
Enter Perigee Shadow

Post-l_’crigce Puss Power and Thermal Reconfiguration
Station acquisition
Attitude determination

Third Major LAM Fire { 10th apogee)

Orbit Normal Reoricntation
LAM/RCS touch-up orientation
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MISSION REHEARSALS

From its very first spacecraft launch, INTELSAT has placed great value on
prelaunch mission rchearsals. Preparation for the first INTELSAT VI launch
involved several mini-rchearsals, as well as full team rehearsals. The
mini-rehearsals were used to verily specific transfer orbit operations and/or to
assess LCC and TTC&M station hardware and software readiness. The objec-
tives of the full team rehearsals ranged from practicing critical operations to
training the launch team in subsystem interaction and LCC protocols. Three
such rehearsals were held.

Availability of INTELSAT V1 ADCS and telemetry simulators enabled high-
fidelity simulations to be conducted for the first time in preparation for launch
of a new generation of INTELSAT spacecraft. The flexibility built into these
simulators allowed failures 1o be introduced and contingency operations Lo be
verified. The lessons learned during these simulations proved valuable during
the mission. In addition, the merit of high-fidelity simulators became quite
apparent, and plans have been made to provide similar facilities for [uture
generations of INTELSAT satellites.

MISSION TEAM

The success of a spacecraft launch is highly dependent on the ability,
knowledge, and cohesiveness of the mission team. The INTELSAT approach
was 1o form a single team, integrating specialists irom INTELSAT, HAC, and
COMSAT. The team structure is similar to that used successfully in previous
INTELSAT launches. The Mission Director is in charge of the overall mission
and is aided by a systems tcam and specialist subsystems teams in the areas of
ADCS, propulsion, mechanisms, TTC&M, astrodynamics, power, and thermal.
A Flight Director is in charge of implementing the details of the mission,
taking overall direction from the Mission Director. Computer hardware and
software specialists, LCC and TTC&M ground station controllers, and data
technicians also provide valuable support to the launch team. More informa-
tion on the management and operation of the LCC and of TTC&M ground
stations may be found in companion papers by Smith [6] and Skroban and
Belanger [7]. respectively.

The composition of the launch team changed over time as a result of
interface meelings, where the need for specialists in various areas became
evident. Selection of the subsystem team leaders was somewhat more diffi-
cult: however. the integrated team concept and cooperation (rom COMSAT
and HAC allowed satisfactory resolution.
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INTELSAT 602 launch buse sperations

The INTELSAT 602 spacecraft was shipped from El Segundo, California, to
Kourou, French Guiana, using a combination of truck and occan vessel trans-
portation. Shipment (o the launch site was done carlier than normal to allow
for an earlier launch date, if one became available.

Thc_ shipment that left El Segundo on March 27, 1990, included lour
major items: the spun section, the despun section, the solar arrays, and the
Ariane adapter, cach in its own shipping container. The truck transport from
El Segundo, California, to West Palm Beach, Florida, carried the spacecraft
spun and despun sections on a special air-conditioned transporter which main-
tained the spacecraft within its temperature limits. However, during the trip it
was discovered that the system was incapable of maintaining properbonlrol of
the humidity inside the containers, which necessitated en route modifications
to the environmental control system,

The Astrotech spacecraft processing facilities in Titusville, Florida, were
used to inspect for possible damage. Upon arrival at Astrotech on April 7, the
Spacecraft was inspected as thoroughly as possible through access ports and
alr—(fonditioning duct openings. No evidence of moisture condensation could
be found, and the decision was made to continue with the shipment. The
spacceraft was trucked to West Palm Beach on April 17 and subsequently
loaded on the cargo ship Kirstin bound for French Guiana,

The ship arrived at the harbor in Cayenne, French Guiana, on May 2, and
the spacecraft and other clements of the shipment were trucked by Arianeépacc
to Centre Spatial Guyanais {CSG), approximately 65 km from Caycnne. All of
the shipment elements except the solar array container were taken to an air-
conditioned storage facility at ¢SG. The solar array container was taken to a
clean-room arca at €86, where the container cover was removed and the
panels were inspected. [t was determined that rainwater had leaked into the
container, but no damage to the panels was visible. Later, after the launch
campaign had begun, detailed inspections revealed that some disbonding of
the salar cells from the panel substrate had occurred, which necessitated repair
of the solar panels at CSG.

Subsequent shipments (via both air and sea) brought the remainder of
the MGSE and EGSE necessary to support the launch campaign. The spacecraft
and related support equipment consisted of the equivalent of fifty-six 2.44
X 3.05-m pallets—a considerable amount of equipment.
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INTELSAT 602 launch campaign

The INTELSAT 602 launch campaign began on July 10, 1989, The EGSE was
unpacked, and setup of the equipment was initiated in a control room adjacent
to the high bay in Building S1B, where the spacecraft would be assembled and
tested. In parallel, preparation of the MGSE began in the high bay.

Activities over the next 5 to 6 weeks included performance testing and
final assembly of the spun and despun sections as separate items. The major
activities on the spun section included functional testing of the attitude control
subsystem, propulsion subsystem tests (e.g., maximum expected operating
pressure demonstration, helium leak tests, and valve performance tests), and
verification of the alignment of the thrusters and sensors. Testing on the
despun section included functional tests of the communications and telemetry
and command subsystems, removal of RF test plates and couplers, finalization
of the thermal control blankets on the despun shelf, and deployment tests of
the communications antenpas. On August 22, the spun and despun sections
were joined, and on August 25 the flight batteries were installed.

The major activities from August 26 to September 8 focused on the solar
panels. Following installation and electrical performance testing of the fixed
and deployable panels, the spacecraft was moved to a tall support stand so that
solar panel deployment tests could be performed. During the deployment
tests, numerous measurements are made to verify that adequate clearances
were maintained in critical areas (Figure 6),

On September 10, the spacecraft was moved to Building S3B tor propellant
loading and encapsulation of the spacecraft in the launch vehicle fairing.
While the spacecraft was still undergoing nonhazardous operations in Build-
ing SIB, activities were initiated in Building S3B (located near the launch
pad) to prepare for propeliant loading, These preparations included the check-
out of special fuel and oxidizer loading carts and the transfer of propellants
from storage containers into the carts.

Once the spacecraft arrived in Building S3B, propellant loading operations
were initiated by specially trained personnel wearing protective clothing, with
air supplies, due to the toxic nature of the propellants. From September 11
through 15, 1,432 kg of oxidizer and 873 kg of fuel were loaded into the
spacecraft propellant tanks and pressurized to flight levels. On September 16,
the spacecraft pressurant tanks werc pressurized with helium to their flight
pressure of 4,200 psia.

Following propellant loading, the spacecraft was joined to the HAC-provided
Ariane adapter, and electrical testing was conducted to verify that the inter-
faces between the spacecraft and adapter were functioning properly. On
September 22, the spacecraft and adapter were coupled to the external cone of
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Figure 6. INTELSAT 602

Fhe Ariane 4 vehicle equipment bay (VEB) and electrical testing of these
interfaces was performed.

Installation of the Ariane 4 fairing halves around the spacecraft was initiated
on Seplember 25 and completed on September 26, Following encapsulation,
the space‘craft was powered-up to verify the ability to communicate with the
spacecraft through the RF window in the fairing.

01_1 'S'eptember 27, the composite (spacecraft, adapter, VEB external cone,
and fairing) was moved to a transporter, transfetred to the launch pad, and
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hoisted to the payload level. (The launch vehicle had been transferred to the
launch pad from its assembly building on September 14.) On September 28.
the composite was joined to the launch vehicle.

Shortly after the spacecraft was coupied with the launch vehicle, the
INTELSAT 602 campaign was interrupted by discovery of a problem with the
command relay unit of the launch vehicle. The command relay unit contains
approximately 186 relays which control the activation of numerous launch
vehicle functions. Since there had been unexplained failures in acceptance
testing of similar relays, the command relay unit was declared non-flightworthy.
The spacecraft was secured in a safe configuration, and the campaign was
suspended on October 2.

The command relay unit problem was subsequently resolved, and the
campaign was restarted on October 8. The umbilical lines between the equip-
ment in the LCC and the spacecraft were revalidated and reconnected to the
spacecraft. The spacecraft was then powered up, and the telemetiy was checked
to verify that the spacecraft was still in good heaith. On October 20, tests 10
verily spacecraft command functionals were performed, and battery charging
was initiated to prepare {or launch.

TNTELSAT 602 launch

Spacecraft activitics on launch day began 8 br 35 min prior 10 launch. At
this lime, the spacecraft was powered-up, telemetry was checked, and high-
rate charge ol the batteries was initiated. At 6 hr 35 min prior to launch, the
spacecralt was commanded into the safe launch configuration.

In parallel, launch vehicle personnel carricd out final preparations of the
launch vehicle. At 5 hr 30 min prior to launch, the launch vehicle service
tower was rolled back. At 3 hr 35 min prior to launch, filling of the Ariane
third stage with liquid hydrogen and liguid oxygen was initiated. (The first
and second stages had been filled with their storable propellants on the previ-
ous day.}

At 2 hr 15 min prior to launch, the spacecraft was commanded into the
armed launch conliguration. Pressurization of the launch vehicle third-stage
helium tanks was initiated 1 hr 35 min prior to launch, and [illing of the third
stage with propellant was completed by T — 45 min At T ~ 30 min, there was a
24-min “margin” period for completion of any activities that were running
late, so that the automatic sequence could begin at T — 6 tin.

AtT - 15 min, spacecrafl battery charging was terminated and the space-
craft was operating on internal power. A final check of the spacecraft telem-
etry parameters verified that the spacecraft was ready for launch.
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At T — 6 min, the launch vehicle automatic seguence was initiated. At
T -4, the cryogenic propeliant loading arms used to fill the third stage were
released, and at T = () the ignition signal was given to the engines of the first
stage and to the liquid boosters. Computers monitored the performance of the
engines and, since everything was nominal, the launch vehicle release signal
was Issued and Iift-off occurred at T + 3.4 5 (Figure 7).

Figure 7. INTELSAT 602 Lift-Off
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Thrust for the initial portion of an Ariane 44L launch is provided by
the four engines of the first stage and the four liquid propellant boostef's
attached to the first stage. Approximately 2.5 min after lift-off, the liquid
boosters were jettisoned, and the first stage continued burning until approxi-
mately T + 3.5 min The first stage was then separated, and the second stage
was ignited, During second-stage flight, the payload fairing was separ.atled
once the free molecular heating rate had decreased to less than the specified
value. The single engine of the second stage continued under on-board guid-
ance until approximately T + 5.5 min, Following separation Qf lh}a second
stage, the Ariane third-stage engine was ignited to provide 12 min of thrust to
inject the spacecraft into transfer orbit. ‘

Following shutdown of the third stage, the spacecraft was in transfer orbit;
however, the Jaunch vehicle still had several important functions to perform.
The spacecraft was reoriented to the proper attitude and the command was
given to deploy the omni antenna, Next, the spacecraft was spun-up to 5 rpm
and the command was given to fire the separation band releasing the space-
craft from the Ariane adapler.

All of these events occurred without incident on the evening of October 27,
1989. The launch vehicle performed flawlessly, and INTELSAT 602 was in-
jected into the proper transfer orbit. The spacecraft was acquired by the
INTELSAT tracking network and, following a review of its telemetry t?y
spacecrafl engineers at the LCC, it was confirmed that the spacecraft was in
good health. The launch was a success.

INTELSAT 602 spacecrait operations

Following separation of the spacecraft from the launch vehicle, the focus of
activities shifted to the INTELSAT Lcc in Washington, D.C. While the launch
site personnel celebrated their success, it was the beginning of 3 weeks of
intensive and demanding work for the LCC and the TTC&M site personnel.

The INTELSAT 602 transfer orbil injection by Ariane placed the satellite in
an inertial attitude about 10° south of the ABM attitude. This increases con-
tact time for the earth station when the spacecraft is first acquired by the
ground network. Exactly on the timeline at 2335 UTC (Universal Time Code),
the INTELSAT TTC&M carth station in Zamengoe, Cameroon, acquired the
telemetry signal. All launch vehicle separation events had occurer
satisfactorily, and the satellite was acquired with a spin rate of 4.92 rpm, with
the telemetry omni antenna properly deployed. Following the acquisition qf
command and telemetry RF links by Jatiluhur, Indonesia, and Yamaguchi,
Japan, the nominally 7-day mission sequence of events began to use the
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INTELSAT TTC&M monitoring network [7] to place INTELSAT 602 in a geo-
synchronous orbit and to transform the satellite from its compact 6.4-m launch
configuration to its extended 11.8-m deployed on-orbit configuration,

The first major event in the mission was to prepare the propulsion sub-
system for transfer orbit operation. The system was pressurized by commanding
open a series of valves. There was an unexpected transient gurgling evident in
telemetry when the valves were opened. Once propulsion experts had reviewed
the telemetry data and signified that their subsystem was operating nominally,
a brief test firing of the LAMs was commanded.

The next phases of the mission entailed uniocking the despun plarform
from the spun section. The four shelf locks were released one at a time by
ground-commanded pyrotechnic bolt cutters. Based on spacecraft telemetry,
the mechanisms group verified that the platform was truly released and
superspin could be initiated. Superspin—an inertial state where the normally
despun piatform is commanded to 11 rpm—is necessary to ensure stable
operation while depleting fuel during subsequent orbit-raising maneuvers.

Orbits are determined based on range, azimuth, and elevation measure-
ments from two or more earth stations. Several hours of data are processed
with a least-squares batch processor to obtain the orbital elements. The processor
is capable of fitting data through a LaM thrust acceleration profile and solving
for LAM performance and thrust orientation as state variables. The determina-
tion of thrust orientation complements the attitude determination process
described above. This estimate of 1LAM thruster performance is used to improve
the accuracy of the next LAM firing.

During the mission, the first two LAM maneuvers were executed according
to the nominal prelaunch mission plan. Thermal and performance data from
the 15-min LAM burn on second apogee indicated that the thrusters both
reached thermal steady-state with normal performance and temperatures. A
decision was made to revise the mission plan to allow longer maneuvers,
which reduced the planned number of maneuvers by one and completed the
sequence of maneuvers one orbital revolution (and 1 day) earlier.

After the revised mission profile was developed, an analysis of local heating
in the vicinity of the LaM thrusters showed temperatures that were hi gher than
predicted. While this did not pose a problem for the thrusters, it did for the
parts of the spacecraft absorbing the heat, To be conservative, a burn duration
limit of 45 minutes was imposed on subsequent LAM burns and a final revision
of the mission profile was adopted. The revised and actual mission profiles are
shown in Table 4.

On November 1, 1989, the fifth and final LAM firing sequence (150 s of
firing followed by a 39-s firing 47 minutes later) resulted in the attainment of
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TaBLE 4. INTELSAT 602 LAM MANEUVER MISSION PROFILE

REVISED ACTUAL
LAM APOGEE ~ DURATION  APOGEE ~ DURATION
MANELVER NO. NO. (min) NO. (min)
1] 1 0.75 1 0.75
1 2 15 2 15
2 4 15 4 43
3 ] 52 5 7
4 7 3 7 21
5 _ — 8 3

GEO. The satellite attitude was then reoriented to its nominal orbit-normal
attitude. The critical transformation from the superspin dynamic state to the
nominal gyrostat spin-stabilization state then ensued without any problem,
and much more smoothly than in all simulations.

The next event was solar array drum deployment. Each step of an sDp
moves the solar drum approximately 0.0184 mm; therefore, deployment over
the full range required about 225,000 step commands. Tl}e.re are several
occasions during deployment where potentially disastrous critical clearances
must be maintained. Both manual and automatic methods are employed dur-
ing SDP operation to ensure that all three mechanisms operate in unison to
prevent even the slightest misalignment of the deploying drul"n. Once the loutcr
drum is sufficiently deployed to uncover the radiator surface on the inner
drum, deployment is suspended while a thermal reconﬁguratiop s performe.d
to ensure that payload temperatures remain within appropriate hmlt.s. In addi-
tion, if the temperature of any of the three mechanisms’ motors rises above
93°C, deployment will be halted until the motor cools or the redundanF motor
is activated. The continuously critical slow telescoping of the 3.6-m-diameter
external solar array over the internal solar array extended for more than 3-1/2
hours without incident. The solar array was now perfectly positioned and
began generating 2,252 W of power. ‘

Following deployment of the drum, the omni antenna azimuth deployment
was performed. As the solar drum deployed, the omni actuator was exposed to
space and its temperature dropped to 2°C. Initially, there was Some concern
about deploying at this temperature, since all ground testing had been per-
formed at room temperature. However, the omni azimuth actuator nommgl
cold operation design temperature was -11°C, and an additional 5°C margin
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had been added to the acceptance temperature of -16°C. Deployment was
initiated and successtully completed in 43 seconds.

On November 2, the despun platform was pointed at the earth and then
placed in a slow “rotisserie” mode (o create uniform thermal conditions for the
entire antenna assembly in preparation for deployment. The remaining
deployments occurred without incident.

The motion of the spacecraft is monitored with an accelerometer and
provides a “signature™ for each deployment. A comparison of the actual
signature to the predicted signature is shown in Figure 8. A summary of the
actual deployment times vy the predictions is given in Table 5.

Spacecraft in-orbit tesis

Following successtul acquisition of GEO, INTELSAT 602 was subjected to a
lengthy series of tests to check the entire satellite prior to commissioning it for
service. The purpose of this checkout was twofold. First, to verify that all
unils, subsystems, and systems survived the launch environment; and second,
to identify any generic defects and corrective measures that might be required
for subsequently launched spacecraft.

No major anomalies were encountered during the 1OT. It is rare that the first
satellite of a new generation as complex as INTELSAT VI can go through the
launch environment and the mission and still exhibit such a high level of
integrity in orbit.

The 10T of the satellite involved a complete checkout of the spacecraft bus
and payload subsystems. The bus subsystem tests were performed from the
INTELSAT LCC by subsystem teams composed of speciaiists. Testing of the
payload subsystem, and of the RF performance of the telemetry, command,
and ranging (TC&R) subsystem, were interleaved with checkout of the space
and ground segments of the satellite-switched time-division multiple access
(88-TDMA) system, These tests were performed from the 10T facility at the
INTELSAT TTC&M station at Fucino, ltaly, and the TDMA reference stations
at Etamn, West Virginia, and Tanum, Sweden, and are described in a compan-
ion paper by Rosell er af. [8].

Spacecrait bus

The primary purpose of the spacecraft bus tests was to verify that all units
and functions of the bus, including all redundant units, were functioning
properly. The bus subsystem testing was completed in 14 days.

The beacon tracker subsystem (B1S) and the ADCS underwent the most
extensive lests. INTELSAT VI is the first INTELSAT satellite to employ a BTS
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Actual vs Predicted Accelerometer Signatures
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TABLE 5. INTELSAT 602 DEPLOYMENT TIMES

ACTUATOR MEASURED PREDICTED

DLEPLOYMENT TEMPERATURE DEPLOYMENT TIME DEPLOYMENT TIME

ACTUATOR C) (s) (s
Omni Azimuth 2 43 *
Auxmonopod #k 1.4
Transmit Dish 19 31 25
Monopod i 2.3 *
Receive Boom 8 23 24
Transmit Boom 16 4) 35

* Predictions for deployment not applicable or not available.
** Temperature telemetry not available for this location.

for pointing the large deployable C-band receive and transmit antennas. The
beacon reference was supplied by the Fucino TTC&M station. The tesis involved
measuring the characteristics of the beacon tracker receiver (BTR) over its
opcrating regime and determining the biases and diurnal variations in the
boresight pointing of the two large C-band reflectors. The latter involved use
of a sophisticated ground-based Kalman filter software program. This soft-
ware uses the BTR error outputs, in conjunction with the satellite attitude and
orbit ephemerides, to compute the pointing biases and magnitude of the diurnal
variation due to thermal distortion. The thermal distortion was found to be in
close agreement with ground predictions. These tests are repeated once the
operational station is acquired, and periodically thereafter to determine the
seasonal and long-term variations of thermal distortion.

The ADCS functional tests included checkout of the normal-mode control
loops with all sensors and gains, calibration of the stalionkeeping modes, and
verification of satellite stability and the integrity of the automatic safety
system. Some performance parameters, such as the safety system limits, were
checked during the transfer orhit phase, The INTELSAT VI ADCS has an auto-
matic attitude control function called the spin axis controller (SAC). Verifica-
tion of its performance was extremely encouraging, with the SAC able to
control the spin axis to within the selected 0.05° deadband. However, an
anomaly was cxpericnced after several weeks of operation, when a spe-
cific combination of operational parameters caused erroneous control thruster
firmgs. The anomaly is understood, and new operating procedures have been
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successfully implemented. No other anomalies were observed in any ol the
tests. and the ADCS has since performed well within the specifications.

Calibration of the orbit inclination mode of operation involved a series of
maneuvers using an extensive library of new ground software. Inclination
maneuvers are now routinely undertaken, keeping spin axis perturbations
to less than 0.03°. The effective performance during the maneuvers is within
1 percent of ground predictions. The main component of the measured perfor-
mance loss is plume drag on the inside surface of the deployed solar drum.
Based on the results so far, it can be concluded that HAC has fairly high-
fidelity plume drag prediction models.

To verify the thermal design of the INTELSAT 602 spacecraft, a four-phase
test program was undertaken, with each phase lasting 48 hours. The tests were
designed 1o allow comparison with the development-phase infrared thermal
vacuum (IRTV) tests, and to provide a basis for evaluating the effects of aging
later in the mission. Such a database has allowed INTELSAT to operate
INTELSAT vV satellites successfully beyond their design life. The four tests
involved the following:

« Replication of one of the IRTV configurations to provide a cold
operation case (i.e., the repeater subsystem was oft, and replacement
heaters were used on the rim shelf).

« Hot case, with the repeater subsystem turned on and the Ku-band
traveling wave tube amplifiers (TWTAs) at full RF drive.

« Intermediate case, with the repeater subsystem turned on and the
Ku-band TWTAs at zero RE drive. (This is also a hot condition for the
spacecrafl.)

- A configuration representative of the operational configuration.

A total of 176 temperature sensors were monitored during the tests, and
good correlation between predictions and in-flight observations was noted in
all the tests. A substantial margin exists for most units, to cover the inevitable
increase in temperature over life. The thermal 10T has thus provided an excel-
lent database that will help determine and track the thermal health of the
satellite. 1t will also allow the impact of new operational configurations to be
assessed. INTELSAT plans to repeat such tests during the course of the
mission at equinoxes and solstices.

Since there is much redundancy in some parts of the power subsystem, it
was decided to limit testing to a primary and a redundant path for ecach
function. Thus, the power subsystem 10T involved measuring the current draw
of nearly all of the units on the satellite. (This was facilitated by the satellite
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haymg current monitors on most units.) The currents were noted whenever a
unit was turned on or off during the transfer orbit phase, and during the
reconfigurations for thermal tests. Some units not used during these phases
were checked out during the bus 10T phase. The relays in the batte}y E:)ha; é
an.d reconditioning unit (BCRU) were fully exercised during these tests %&
minor telemetry anomaly, which was attributed to the grounding schemel ﬁs:ed
occurred during testing the BCRU. All subsequent INTELSAT VI spacecraft have
been m_odified to correct for this anomaly, and the problem has not recurred
Apart from this, the power subsystem checked out satisfactorily. '

As part of the TC&R subsystem tests, the operation of all commands utilizin
both redundant systems was verified, mostly in conjunction with (;ther s*ubg-
system testing. k

rll“!lle INTELSAT VI spacecraft incorporates several mechanisms. Most of the
pospmner mechanisms were used in deployment of the solar drum and antennas
during [he launch phase. The primary objective of the post-launch 10T of theﬁ;:
n_1echamsms was to verity the positioner range of travel and 1o check o erlﬁ-
tion qf the redundant hardware. The SDPs were moved in unison and indi\[f)idu-
ally, in both the deploy and retract directions. The range of travel encom-
passed [h‘c full range required for adjustment of spin axis wobble during the
course of the mission. Following checkout, the wobble was reduced mt7 less
thar{.O.()OZC’ with the aid of the BTS. The Ku-band antennas were stepped il‘lhih'l
profile that verified their ability to move the antenna boresight to éiny ]ljoim on
the .car[h's disk. The C-band reflectors, which had been stepped in closed loop
dl{rmg BTS 10T, were stepped in open loop via ground command., All of the
primary and redundant mechanisms performed sutisfactorily.

Qp(}n satisfactory completion of all 10Ts, INTELSAT 602 was placed in
service. It is now stationed at 63°E serving the IOR.
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Abstract

When a new spacecraft is launched for INTELSAT, a number of tcsts are routinely
performed to verify that the stress loads imposed by the launch have not affected the
ontboard subsystems. An RF in-orbit test (I0OT) is conducted to verify the performance
of the communications payload (antennas and transponders) and telemetry, command,
and ranging subsystems. This paper describes the new measurement methodologies
developed and implemented at INTELSAT s Fucino, Italy, IOT station to accomplish
the RF IOT of INTELSAT VI scries spacecraft. Also presented are the test results
obtained from TOT measurcments performed on INTELSAT 602, which have proved
to be in good agreement with prelaunch data.

Introduction

A series of RF in-orbit tests (10Ts) ts performed on newly launched
INTELSAT spacecraft to verify that no damage has been incurred by the
spacecraft’s communications payload and telemetry, command, and ranging
(TC&R) subsystemn components from launch to geosynchronous orbit. These
tests also offer the first opportunity to test the spacecralt antennas on an ideal
test range.

The 107s are conducted to assure INTELSAT that the satellite is capable of
supporting the traffic and services it was designed to carry. Thus, it i necessary
o verify the correct operation of all units of the RF subsysterns in orbit, as well
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as the performance of other subsystems which have direct impact on the RF
system performance. This can only be accomplished by performing an 10T
before the satellite is put into service.

The 10Ts are performed using a facility at one of INTELSAT's 107 sites,
and the results are compared with data from ground-based tests performed by
the manufacturer, under INTELSAT supervision, during spacecraft construc-
tion, The 10T sites provide for in-orbit measurement of the satellite payload rr
performance to a high level of accuracy. They arc also used for anomaly
investigations and routine checks of the spacecraft payload subsystems perfor-
mance. INTELSAT currently has an operational I0T station at Fucino, Italy.
Two additional 10T stations are under consiruction: one at Beijing, China, and
the other at Clarksburg, Maryland, U.S.A.

The 10T system at Fucino was developed by INTELSAT using cxpericnce
gained through numerous 10T campaigns. Measurement speed, accuracy, and
relative ease of operation have greatly improved since the first 10Ts were
performed on the Farly Bird (INTELSAT 1) satellite. The lirst 10Ts were per-
formed using spectrum analyzers and XY recorders, all manually controlled,
under very cramped conditions in the antenna feed room. The first fully
automated 10T was built for the INTELSAT v series spacecraft [1]. It used
signals injected and measured at the antenna feed flanges to accurately calibrate
the earth station losses, allowing the 10T measurement equipment to be located
remotely in a convenient, consolidated facility.

Planning Concerns

The major concerns in planning an 10T campaign are spacccrafl fuel
consumption and the total duration of the testing. The usable lifetime of an
INTELSAT spacecraft such as those in the INTELSAT VI serics is generally
determined by the amount of propellant fuel onboard the spacecraft—because
the mean time between failures (MTBF) of the payload electronics is signifi-
cantly Tonger than the fuel-determined life. During an 0T, the spacceraft is
maneuvered to allow the 10T station access (o all the antenna beams. Because
these mancuvers consume precious fuel, it is important that platform position
changes be limited to those that are justifiably necessary, and that the test
sequence be carefully determined to keep fuel consumption to an absolute
minimun.

When a new spacecraft is launched, there is usually a backlog of demand
for new capacity and great urgency to put the spacecrafl into operation as soon
as possible, Disregarding any potential revenue from an earlier initiation of
service, the straight-line depreciation cost of an INTELSAT vl spacecraft in
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orbit i such that a few days (or weeks) of delay can represent a significant
loss of income.

Experience gained from the 10T of 13 of the INTELSAT Vv series spacecraft
was uscd as a reference for the initial planning of the INTELSAT Vt 10T campaign.
However, the INTELSAT VI series spacecraft are much larger than the INTELSAT v
series, and also require substantially more reconfiguration commands. Spe-
cifically, a typical INTELSAT V series spacecraft has two zone beams, two hemi
heams, two spot beams. one global beam, and 29 channels (comprising 10
receivers and 45 traveling wave tube amplifiers [Twras]). In comparison, an
INTELSAT VI series spacecraft has four zone beams, two hemi beams, two spot
beams, two global beams, and 50 channels (comprising 20 receivers, 77
power amplifiers, and two 10 X 6 dynamic satellite-switched time-division
multiple access [SS-TDMA/| switch matrixes).

Since an INTELSAT VI series spacecraft is about twice as large as a typical
INTELSAT v, its 10T would be expected to take twice as long. A typical
INTELSAT V series spacecraft 10T lasted 3 to 4 weeks; therefore, an INTELSAT VI
10T using the same procedures and test methodologies would have taken 7 (o 8
weeks. This was considered excessive, and an effort was undertaken to reduce
the time required for an INTELSAT VI 10T by improving the speed of the test
techniques and equipment.

Commanding the spacecraft during an 10T is another major time-
consuming task. INTELSAT VI configuration control commanding is more com-
plex than that for previous spacecraft series, and automation is necessary o
prevent commanding from becoming the dominant contributor to total 10T
duration. Automation of spacecrafl configuration control allowed automatic
command gueue execution using the command coordination system {CCS). A
PC-based command generation software package called RCAP (Repeater Com-
mand Assistance Program) was developed to allow fasler and more reliable
generation of reconfiguration commands.

This paper focuses on payload 10T, Companion papers cover monitoring of
the launch and spaceeraft bus 10T [2]; operation of the satellile during 10T [3];
and the telemetry, tracking, command, and monitoring (TTC&M) network 4],
of which the 10T carth station is a part.

10T systems

The sysiem used for in-orbit testing of INTELSAT VI was built based on
experience with the 10T of the INTELSAT V series, and shared some of the same
equipment and software. As noted above, the INTELSAT V jOT equipment
(IOTE) is not sufficiently fast or accurate for use in the INTELSAT V1 era. The
basic characteristics of the I0TE for both INTELSAT Vv and Vi are reviewed here.
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INTELSAT V¥V 19T sysiem

All INTELSAT V spacecraft were tested from Fucino, ltaly, which was also
selected for the 10T on the INTELSAT 602 spacecraft, based on geographical
and geosynchronous considerations. The INTELSAT V I0TE at Fucino was
installed in early 1980 and used for 10T of the first INTELSAT V spacecraft
(502), launched in December 1980 [3].

The INTELSAT V TOT system operated by generating the up- and down-link
local oscillator (LO)Y signals simultaneously, as well as an injected tone whose
frequency was approximately 170-kHz higher than the received frequency
(looped back through the spacecraft). The injected and received signals were
then down-converted to 10.0 and 10.17 MHz, respectively. The 10.17-MHz
signal was further converted to 10 MHz and phase-locked to the injected
signal. Both signals were then applied to the inputs of a vector network
analyzer.

The measurement method was based on a classical point-by-point tech-
nique, whereby the signal uptime and downtime delays of approximately
260 ms were incurred for each {requency step being measured. Signal fluctua-
tions were reduced by avcraging several measurements; however, this method
was not very effective for correcting propagation-induced signal fluctuations
(particularly tropospheric scintillation), for which rapid fluctuations of up 1o
2 dB/s and more than 6 dB peak-to-peak are not uncommon for Ku-band
signals at low earth station elevation angles. A typical frequency response
sweep of a 72-MHz. transponder took up to 5 minutes. This system functioned
reasonably well over the years and its software and hardware were upgraded
to encompass new data processing equipment and new frequency bands—
namely the International Business Service (1BS) bands (11.7 to 11.95 GHz and

12.5 to 12.75 GHz) and the Maritime System L-band (1.5 and 1.6 GHz). The
RCAP RF instrumentation remained essentially the same during the 10-year
span of the INTELSAT V 10T program.

New INTELSAT VI 10T system

The goal for the new INTELSAT VI series spacecraft was to upgrade the 10TE
in order to significantly reduce the duration of an 10T compared with that
expected if INTELSAT V-era I0TE were used. A major improvement in 10T
accuracy was also considered highly desirable.

The new 10T test methodologies described here were conceived after evalu-
ating several different measurement methodologies that had the potential to
minimize the duration of 10T measurements and improve their accuracy. The
INTELSAT VI 10T uses off-the-shelf, state-of-the-art equipment with extensive
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inte.r{]al signal processing capabilities. The new measurement concepts were
verified at INTELSAT using spacecraft simulators. The Fucino 10TE was then
upgraded in September 1989, prior o launch of the first INTE .

s ELSAT space-
craft (602). v space

The new test methodology departs from previous techniques in the following
respects:

* Modular, synthesized digital spectrum analyzers provided with internal

calibration routines are used to measure the main relative level and
absolute frequency,

* Fast frequency switching synthesizers with level predistortion eliminate
the need for cumbersome and unreliable leveling loop equipment.

. qu ind?pendent synthesizers are employed—one to generate the
up-.]mk s1gm}l and the other the down-link Lo and injection signals.
This allows independent sweeps on the up- and down-links, which

with proper synchronization, provides swept measurements in less
than 1 s. |

* A dual pulse generator controls the timing for all measurements, It is
also used to synchronize the up- and down-link measurement steps.

. /f\n RF pilot signal compensates for up- and down-link level fluctua-
Flons [6] during swept frequency response measurements. This signal
is also used as a reference for the group delay measurements, in order
to cancel out spacecraft movement relative to the station.

* Automated power meters with internal averaging are used to measure
absolute power,

+ The trans.ponder saturation point is automatically determined by soft-
ware. This reduces the time required to find the saturation point, and
improves measurement repeatability.

. _Thc measured data are automatically tagged with the predicted position
in th.c beam for the 10T antenna. This reduces operator workload and
eliminates errors in the entry of these parameters. It also allows antenna
pattern measurements to be performed in any spacecraft orbit plane.

To minimize the software effort, it was decided to retain the existing instru-
ment control computer (Hewlett-Packard HP 9845) and the existing test data
handling computer (HP A900). _,

Elgure 1 is a simplified block diagram of the INTELSAT vI Fucino 10T
station. The function of the test instruments is best illustrated by describing
the new test methodologies implemented in the INTELSAT VI 10T system.
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INTELSAT VI RF payload subsystems
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categories of subsystems: communications payload subsystems involving the
transponders and antennas, and the TC&R subsystems. The INTELSAT VI space-
craft communications payload subsystem is described in detail in companion
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Telemeiry subsystem

2A are alternate beacon frequencies used during launch and spacecraft reloca-
tion. The Ku-band beacons 1K and 2K are used for tracking and propagation
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T o S INTELSAT VI carrics two redundant central telemetry units (CTUSs) and four
Eg by § pairs of redundant remote telemetry units (RTUs). Only one unit from each
Zg £ 5 § % redundant pair (RTU and CTU) can be on at any given time. These telemetry
o . . . .
=g J T E - " 2 units are cross-strapped to two 4-GHz telemetry transmitters. which provide

o = .
<EGZ | z the two telemetry beacons for the INTELSAT VI spacecraft.
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1_? oW * 2 j 3 INTELSAT VI has two pairs of commandable C-band telemeltry beacon fre-
/O—J ] guencies and two tracking (continuous-wave [¢w]) Ku-band beacons. as listed
i S in Table I. Beacons 1 and 2 (for telemetry transmitters | and 2, respeclively)
5 s arc the primary beacon frequencies on the spacecraft. C-band beacons 1A and
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e — studies only, and do not carry any telemetry data. They are transmitted by

fé 2 v dedicated right-hand circularly polarized (RHCP) global coverage homs. The

E Eg% E IOTE antenna is lincarly polarized at Ku-band; hence a 3-dB loss is incurred in
£ 2 - Ku-band beacon reception.

FD1

Independent from the selectable beacon frequencies. each C-band telem-
etry transmitter has two transmission modes: an earth coverage mode when
on-station (in geosynchronous orbit); and an omnidirectional coverage mode
employed during transfer orbit and obtained from a vertically polarized. dual
toroidal beam antenna using one of three selectable TWTAs (shared with the
zone 4 beam) per telemetry transmitter. Once on-station, one telemetry beacon
1s operated in the omnidirectional mode to ensure maximum telemetry cover-
age should the spacecrafi lose earth lock,

Each telemetry transmitter can be phasc-modulated by up to three different
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MATRIX

GPIB BUS

z Eé baseband frequencics which carry different telemetry information, as summa-
LE W Eba rized in Table 2. Each transmitter can operate in any combination of the three
== Iz uw . .
2hge E%g selectable modes: normal pulse code modulation (PCM), ranging, and PCM
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Figure 2. INTELSAT VI Telemetry, Command, and Ranging Functional

Schematic
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Figure 3, INTELSAT Vi Deployed Configurarion Showing Location of Some

TC&R Subsystem Components

HORNS

TABLE |. INTELSAT VI BEACON FREQUENCIES

BEACON FREQUENCY
NO, (MHx)
1 3.947.5
1A 3.948.0
2 39525
2A 39520
2K 11,198.0
1K 11.452.0
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TABLE 2. INTELSAT VI TELEMETRY SUBCARRIER FREQUENCIES

BASEBAND INPUT FREQUENCY
NUMBER FUNCTION (kHz)
1 Nonnal PCM 48.0
2 Range <278
3 PCM Dwell 72.0

dwell. Different modulation indexes are selected by the telemetry transmitter
in response to status signals from the CTU, which in turn depend on the
number of subcarriers selected (i.e., 1.0 for one source, 0.7 for two, and 0.6 for
three sources).

The bit rate of the biphase-level encoded PCM telemetry bit stream (4.8 kbit/s,
normal and dwell) phase shift keying (PSK)-modulates a 48-kHz subcarrier,
which in turn phase-modulates the telemetry transmitter beacon signal. The
pcM dwell mode data are modulated onto a 72-kHz subcarrier.

Command and ranging subsystems

The command subsystem provides for ground control of all commandable
spacecrafl functions. Commands can be transmitted to the spacecraft by PCm
return-to-zero (RZ)/EM modulation of two different command carriers in the
6-GHz range, which are received by a horizontally polarized dual-mode toroidal
bicone omnidirectional antenna. The antenna outputs are directed to two sepa-
rate redundant receivers. Redundancy is achieved by hard-wiring the two
receivers’ prime power inputs (o one of the two spacecraft power buses {one
on each bus), such that both reccivers are always on. The up-link carrier
frequency will determine the choice of command receiver. since the receivers
are tuncd to two different [requencies. Thus, only three separate tone frequen-
cies are needed (corresponding to 0, 1, and execute) to frequency-modulate
the command carrier.

The sclected command receiver down-converts the RF signal to 1F (70 MHz).
where it is amplified, limited, and passed to an ¥M discriminator whose tone
outputs are amplified and fed to each of the two redundant CrUs. The cPUS
filter and sum the tones, and feed the data (in the form of a PCM-RZ data
stream) to the digital section of the CPU for decoding. The ¢pu selection
information is contained within the command message, and the receivers and
cpuUs are fully cross-strapped. The command receiver also provides a separate

video output 10 a selected telemetry transmitter for ranging, which is available
when any C-band beacon is operated in range mode.
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Communications payload subsystem 10T measurement
methodologies o

Wilh the INTELSAT V system, the measurements of longest duration were
typrcally the gain transfer and in-band/out-of-band frequency response mea-
surements. With the old step-by-step approach, an individual test could easily
take up to 3 minutes of active test time. During this time span, changes in
aFrTJospheric propagation parameters could affect the measuremer’n makinlg it
difficult to determine if variations in the frequency response of a rr’unsponder
were ca.um.ad by an abnormality in the transponder, or by atmospheric propaga-
tion variations. With the new instrumentation and measurement methodologies
lthe sdame tests have been shortened to as little as 1 s of “on-the-air” test rime,
in most cascs. Examples of typical test methodologies possible with the I]CV\;
system are given below.

Gain transicr measurements
TEST OBILCTIVE AND RESULTS

This test determines the power transfer curve of a communications
transponder, including the saturation points of all solid-state power ampl iﬁcré
(SSP:’i\S) and TWTAs. The eftective isotropically radiated power (e.i.r.p.) vs flux
density and gain vs flux density transfer curves are measured. Repre.;;cntative
da_lu for INTELSAT 602 saturation flux density and corresponding e.ir.p,, along
with the measured and prelaunch transfer curves, are presented in Fiéuree i
and i The'vortical line (“SAT™} across the traces indicates the saturation ﬁux
density point, and the intercepted e.ir.p. value on the transfer curve corre-
qunds to the saturated e.i.r.p. The solid line corresponds to measured data
\yhlle the dashed line corresponds to prelaunch prediction. The doub]e—dashcd’
ime cor(rjcsponds to the measured transponder gain for the range of flux densi-
1es used,

TEST PROCEDURE

The mea.s;uremenls are made with a digitally stepped power sweep, using
the testleqmpment configuration shown in Figure 6. This method consists of
ge_nt?rallng a fast, power-stepped ramp on the up-link signal {curve C) C(l)m-
prising N steps of (.1 dB each. Prior to execution of this lc.st, the tr;’msmit
synthesizer sends ¢W signals in 5-dB steps (with adaptive reduction close to
!;he target gain compression point) until a target gain compression correspond-
Ing to the average gain compression for the particular type of transponder
power arplifier in use is reached. The average target gain compression values
used for the INTELSAT VI series are as follows:
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S/C: 602

Rx/Tx Beamns: Global A; Global A

Channels: 12, A — 1GT

Compression (dB): Meas = 5.7, Pred = 5.6 -~~~ PREDICTED
SAT

e.i.r.n. (dBW)

GAIN (dB) (ref = 151.9)

FLUX DENSITY {dBW/m2}

Figure 4. Example of Spacecraft TWTA Gain Transfer Characteristics Data

+« C-Band TWTA : 5.0 dB (This reference value is also used for all
other satellite series transponders.)

« Ku-Band Twta @ 7.5dB
* S5PA : 2.5dB

Once the up-link signal reaches a level that produces the target gain com-
pression specified, the transmit synthesizer output level is reduced by 21.0 dB
and the synthesizer is programmed to produce a powerAstep[.Jed ramp up to
3 dB above the reference level for ssPAs, or 6 dB above the reference l‘evel for
TWTAS, controlled by trigger pulse A from the pulse gencrator. Therefore, the
power ramp will contain a maximum of either 241 or 271 steps of 0.1 dB for
an SSPA or a TWTA, respectively. .

Trigger pulse B, produced by the pulse generator approximately 26(_) ms
later, triggers spectrum analyzer 1, which records the power ramp slgnal
returned by the spacecraft. The recorded ramp is then c.ompa‘red tg the injected
signal level at each measurement point, and the down-link e.i.r.p. is calculated.
The up-link e.i.r.p. is calculated using the recorded power ramp on spectrum
analyzer 2 and the up-link power meter reading at the saturation point.
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S/C: 602

Rx/Tx Beams: Zone 1 (A): Zone 1 (A)

Channels: 5-6, C — 10T

Compression (dB): Meas = 3.1; Pred =3.2 =~ PREDICTED
37 T SAT

- 10

e.i.r.p. (dBwW)

GAIN (dB){ref = 158.56)

17 —
—101 -96 -91 86 -81 -76
FLUX DENSITY (dBW/m?2)

Figure 5. Example of Spacecraft SSPA Gain Transfer Characteristics Data

The saturation point is determined by software evaluation of the gain
transfer measurement results, taking into consideration the type of power
amplifier used in the transponder under test. For the INTELSAT VI spacecraft,
two methods are employed to determine the saturation point. For TWTAs, the
saturation point is automatically determined by searching for the first input
power point on the stepped power ramp at which the saturated output level is
reached. In general, for TWTAs, the down-link e.L.r.p. remains flat for a range
up to 1.5 dB above the saturation point. For the INTELSAT Vi SSPAs, the
saturation point is defined as the point where a 1.5-dB reduction in the up-link
flux density produces a 0.25-dB reduction in the down link e.i.r.p. The soft-
ware determines the measured point with the lowest power level which meets
that criterion.

Flux densi(y/e.i.r.p. measurements
TEST OBJECTIVE

The objective is to measure the flux density needed to saturate a partic-
ular transponder, and the corresponding down-link e.i.r.p, The results are
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automatically compared with prelaunch performance test data from hot, cold,
and ambient test phases. The prelaunch data arc stored in the test data han-
dling system (TDHS), and the 1OT system automatically retrieves the relevant
data. Typical test results are given in Figures 7 and 8, where the prelaunch
data for hot, cold, and ambient test conditions are shown, along with the 10T-
measured data (*). This test is also used to determine the transponder’s linear
gain in a loopback mode, and can be used to measure the down-link e.ir.p. of
cw signals transmitted by other stations,

The test is performed through all spacecraft receivers and power amplifiers.
To ensure thermal equilibrium, a minimun number of receivers and power
amplifiers are left on during the testing.

TEST DESCRIPTION

A Cw signal is radiated at either the saturation or linear operating regions
of the transponder, and the up-link flux density received and e.i.r.p. transmitted
by the spacecraft are calculaled based on measurements referenced to the 10T
antenna feed. When transponder saturation ts determined automatically, a
procedure similar to the gain transfer test is used, with the only difference

being that the power sweep ramp begins from a level 6 dB below the reference
up-link power level.

5/C: 602
RAx/Tx Beams: East K Spot; East K Spot

Meas Channels: 1-2 B/B; 3-4 B/B; 5-6 B/B; 7-8 B/B; 912 B/B
Prelaunch Bias: Az =4.54: Ei = 6
Rolloff: —0.06 dB

FLUX DENSITY
(dBW/m2)

« 10T
= PRELAUNCH (AMBIENT)

14,043 14,118 14,193 14,268 14,343 14,419
UP-LINK FREQUENCY (MHz)

x = ~81.33 + = —81.61 + = 8151 » = B2.12 « = 8227
o= —B166 o =-8216 o = -81.44 o = -82.11 ¢ = -81.95
A= 032 A= 054 A= -008 A= -0.02 A= 033

Figure 7. Typical Flux Density Graphical Test Results
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5/C. 602,

Ax/Tx Beams: East K Spot; East K Spot

Meas Channels: 1-2 B/B; 34 B/B; 5-6 B/B; 7-8 B/B; 912 B/B
Prelaunch Bias: Az =454, El=6

Rolleff: —0.33 dB [
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m
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k o PRELAUNGH (AMBIENT) |
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10,993 41,118 11,243 11,368 11,493 11,619 s
DOWN-LINK FREQUENGY (MHz)
o N
«= 4913 , = 48.93 , = 4957 .= 4918 = 5284 =3
o= 4886 o= 4012 o = 49.18 o= 4908 o = 5234
A= 026 A= 02 A= 038 A= 009 A= 048 o
g )

Figure 8. Typical e.i.r.p. Graphical Test Results

MHz

Once the saturation point is found, the up-link signal is maintained at
that level while the down-link level is monitored on spectrum analyzer 2 for
a period of 1 s for C-bund or 10 s for Ku-band beams. The difference be-
tween the injection level and the maximum down-link signal level recorded
on the spectrum analyzer is used to calculate the down-link e.i.r.p. The maxi-

X } N
SYNTH ° } HPA
10

Figure 9. Flux Density/e.i.r.p. Test Setup

mum down-link signal monitor on the analyzer removes errors arising from : o
. . - . . =
station antenna wacking inaccuracy, as well as most atmospheric propagation i <
. ' [
fluctuations. ! o
The test setup shown in Figure 9 is similar to the one used for gain transfer \
measurements. An additional power meter connected to the spectrum analyzer T A
IF output is used to perform the optional carrier-to-noise power density ratio, 5z .
W = o T
C/N,p, measurements. e’ =
FZ
i
Gain vs frequency respomnse 2 £ I
g
TEST OBJECTIVE =
o
Q

The frequency response tests determine the gain vs frequency characteris-
tics of the communications transponders on any INTELSAT spacecraft by
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performing in-band and out-of-band measurements. The results are
automatically compared with prelaunch performance test data from hot and
cold test phases, as shown in Figures 10 and 11.

TEST DESCRIPTION

The gain vs frequency measurements are generally performed using carrier
levels that keep the test transponder within its linear operating region. Thus, a
combined input and output multiplexer frequency response is obtained.
Saturated frequency response tests are only performed during anomaly inves-
tigations when the transponder frequency response is being investigated and
the transponder input section needs to be isolated.

The test setup for this measurement is shown in Figure 12. The total
propagation time for the RF signals to and from the spacecraft under test is
calculated prior to the test, using spacecraft orbital data. The output power of
the transmit synthesizer is leveled by using a power meter and a sensor
situated at the respective feed transmit monitor port, so that predistortion
techniques can be employed. The transmit synthesizer is then used to send a
digitally directly synthesized frequency burst (triggered by pulse A from the

S/C: 602
R/ Tx Beams: East K Spot: East K Spot

Meas Channels: 7-8, G/B — 0T
CF D/L e.l.r.p. = 39.75 dBW - PREDICTED
1 T T T T T T T T T T T T T T T T T
L o 4
-1 e =
L lidg _
iF
| i _
& i
A i
- 3 i n
I L i _
B Lk _
o L i
T 5 —
e L 4
<
(O] = -
7 |
9 i P IV (R RS T T SR SR RN S R L 1
-50 —30 -10 10 30 50

FREQUENGCY (MHz)
{rof = 14,295}

Figure 10. Example of In-Band Frequency Response Results
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pulse generator) that spans the transponder bandwidth to be mcasured in
1-MHz. steps.
detl()pally, t.o ob.tain the linear frequency response, a pilot synthesizer
]ra 1ates a CW pilot signal (near the center of the swepl frequency band) at a
evel .equal to or %ess than -10 dB relative to the swept signal. The total
combmec'! power of the pilot plus the down-link signal is adjusted to avoid any
compression on the transponder power amplifier.
) T:e RF-swept -51gna]s and (if applicable) the pilot are translated in frequency
v the spauccrz‘n‘t transponder and arrive at the station receive feed flange
about 260 ms a_fter transmission. They are then synchronously down-converted
to the .space‘craft Lo lfrcqucncy via a broadband RF mixer and the 1.0 synthesizer,
: br;rst ;)f frequencies identical to the burst sent by the transmit synthesizer -
ut displaced by the transit time (a im i |
s pproximately 260 ms)—is then sc
LO synthesizer, ’ : e by the
Immediately after the looped-back signal measurements (to and from the
i%pdcenr.aﬂ), thc_s.ame frequency burst is locally injected at the earth station
‘ow-—nmse amp_ltfler (LNA) input to subtract the contribution from the earth
statton down-link frequency response. The injected signals are identical (in

S/C: 602

Rx/Tx Beams: E. Hemi (A); E. Hemi (A}

Meas Channel: 9, B — 10T
CFD/Leirp. =296 dBW — PREDICTED

10’_l L N L B s B m m S r—‘

a -

2 I i
B 50 | 1
1 L .
5 i |
= r N
2 s ]
z _
<,

3

FREQUENCY (MHz)
(ref = 6,280)

Figure 11. Example of Out-of-Band Frequency Response Results
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frequency, step size, duration, and number of steps) to the received signal
burst, and are at a level close to that measured when the down-link signal
frequency was at the center of the frequency band of the transponder under
test. This technique assumes that the earth station down-link frequency re-
sponse is stable during the short time period (approximately 5 s) between
execution of the looped-back and injected measurements.

LEVELED SWEPT
TX SIGNAL
~ ~ 20dB

/T measurements

TEST OBJECTIVE

The purpose of this test is to verify the ratio between the spacecraft receive
antenna gain and the total transponder noise temperature referenced to the
same receive interface point for all available channels (gain-to-noise tempera-
ture ratio, G/T). The results are automatically compared with prelaunch

performance test data from hot, cold, and ambient test phases, as shown in
Figure 13.

PWR
METER

TEST DESCRIPTION

The Y-factor measurement method described in Reference 1, using hot and
cold loads mounted just ahead of the earth station LNA, was the method used

MHz

S/C: 602

Rx/Tx Beams: Global A; Global A

Meas Channels: 8, A; 10, A; 11, A; 12, A

Prelaunch Bias: Az = —0.064; El = 0.112 (B = 0.481; L = 0.5)

L10

SYNTH

Figure 12. Gain vs Frequency Measurement Simplified Diagram
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O% S of E = — H H
g « w = W Q | - H
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w = i E Fu — -
+a £ Heo *10T
oF * =5 %8 - © PRELAUNCH (AMBIENT) |
‘. m E‘E 11 FA T [N SN NN N N TN [N SN U NN (NN TO N N N
v E
@ 6,280 6,305 6,329 5,354 6,378 6,403
z P
o, 8 UP-LINK FREQUENCY (MHz)
@
= * = -0 «= 10 «= 10 * = =101
= o =-943 o= —9.32 a=-94 o = -953
A= -0.58 A= —.69 A = -0.61 A= -058

o~ Figure 13. Example of G/T Graphical Test Results
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to measure G/T on the INTELSAT V series 10T stations to determine the test z o
equipment noise bandwidth. For INTELSAT VI, a new test procedure was devised a “
to eliminate the need for the hot/cold loads (10}, which arc cxpensive and 8 N s

vl
11}
o
o
=8
<

difficult to maintain accurately calibrated.
The 10T on the INTELSAT VI scries spacecraft is based on knowledge of the

earth station equipment noise bandwidth, which can be determined prior to the

-~
\J

G/T measurement using either a technique which integrates the spectrum
analyzer trace or a frequency response measurement referenced to the G/T 8
power meter readings. The test setup (Figure 14) uses the noise bandwidth of
the 1F filter of the spectrum analyzer, which is calibrated immediately prior to «E
a sequence of G/T measurements. The IF output of the analyzer (set to zero ] E%
span) is connected to a power meter sensor. The measured values are then
inserted into the following equation: —
LosL,, *B) : Z‘
L e IF).(E_].(L () £ g
e.i.r.p. N y—1 A
z
where ko= 1.38044 x 102 W/HzK (Boltzmann’s constant) o L i
L,, = Up-link path loss ratio 3 Re" S
Lgy = Up-link atmospheric attenuation ratio x (_J oy 5
By = Calibrated noise bandwidth of the 1¥ output of the 9% () T = =
analyzer (Hz) x (J 'é’
C/N = Carrier-to-noise ratio Fe v
Y = (Spacecraft + earth station noisc)/(earth station noise) ;Z\. )
= ¥-factor % ¢ s g
e.irp. = Equivalent isotropically radiated power (W) ff & . % 9?; u::u
23 ¢ |
TEST SEQUENCE Su
The earth station antenna is pointed off the spacecraft, and earth station 9-§ R
noisc is measured on the spectrum analyzer IF power meter (P1) for all
channels selccted for measurement. The earth siation antenna is then repointed
1o the spacecraft, and the spacecraft transponder noise plus earth station noise
are measured on the IF power meter (P2). The ratio P2/P1 corresponds to the 2 :
Y-factor used in equation (1}. A linear carricr is then brought up, and the up- © :
link level is adjusted to the minimum level that can be accurately measured on - P B =
the up-link power meter. The spacceraft transponder noise plus carth station /+8 RN 4 a i 8 // - i \
noise plus linear test carrier are measured on the IF power meter (P3). The / £ ;,.55 o\"‘-.‘” id f:; O\\‘If-’ +L“§ }2‘_{ '
ratio P3/P2 corresponds to (C+N)/N, which 1s used to derive the C/N variable | o \\,:i - ”\ — ,",\ — ,
ad i At ~anctants ¢ , . ; g A 5 13 / z ! /
used in equation (1). All other constants and calculated values are then used to \\ Z :// \ B E /// \\ E: Ei/

determine the spacecraft G/T.
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The predicted G/T is calculated based on prelaunch data for the spacecraft
receive beam gain and the repeater noise figure, as follows:

G/Tpred = GRxam - 10 I()g (Tcl'f) (2a)

Tyr = 0N 1]« T,
+ {1 - 8) » T:,'puce+ B s Tcarth]

¢ Ly ¥+ Ty = (1 - Ly,) (Z2b)
where T,y = Effective noise temperature of the spacecraft transponder
NF = Repeater noise figure referred to the spacecraft receive antenna
interface (prelaunch data)

B = Ratio of spacecraft antenna beam volume covering the earth
vs the total antenna beam volume. Table 3 gives an example
of the B factors used for INTELSAT 602. Figure 15 shows an
example of spacecraft antenna pointing during 10T.

T. = 290 K (reference for NF calculation)

O
Tpace = 10 K (average sky noise temperature as seen by the spacecraft
antenna)

T = 290K (average earth noise temperature in the region covered
by the spacecraft antenna). Season- and hemisphere-dependent.
Ly, = JO LB (waveguide loss from the antenna to the receive

TABLE 3. B FACTORS AND RECEIVE ANTENNA LOSSES USED FOR

INTELSAT 602 10T

ANTENNA
WAVEGUIDE LOSS. L

BEAM B FACTOR (dB)
East Spot 0.654 1.0
West Spot 0.534 1.0
Zone | 0.345 1.8
Zone 3 0.468 1.2
Zone 2 0.577 1.4
Zone 4 0.973 L6
East Hemi 0.300 1.3
West Hemi 0.495 13
Global A 0.460 05
Global B 0.460 0.5

IN-ORBIT RF TEST 363

1nterfac_e point, in linear units). Ratio between power at inter-
face point and power at receive antenna,

Toms = 300 K (average receive antenna waveguide temperature).

Equation (2b) was developed by INTELSAT to better represent the thermal

noise level present at the transponder input. The generic equation used in
previous (INTELSAT I through V) 10Ts was l

T(’ff = HO(NHH]) - ] * To + Tcarlh (3)

'I};hls equation does pm compensate for the lower earth noise contribution from
t’e ;p‘\l;&ecraft receive fantenna when part of its pattern is not covering the
earth, When it is used instead of equation (2), the predicted G/T tends to be

10

ELEVATION (deg)

-1ofJLL11I |
k10 —6 —2 2

AZIMUTH (deg)

Figure 15. Typical East Hemi Beam-Pointing During 10T Tests
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lower than the actual measured value (differences of more than 3 dB can be

observed),

Translation frequency measurements o
& T T T
a 2
M g\
[T
o
L

TEST OBJECTIVE

This test is conducted to measure the translation frequency and offsets / _
of the various LOs used for the receive-to-transmit band translations in / \ [
o

INTELSAT spacecraft. The measurement can also be used to determine the

down-link frequency of CW signals transmitted from other stations. The test \/ \# \
results are recorded as a table containing measured high, low, and middle LO L ——
frequency steps. '

TEST DESCRIPTION T @
i &g

The test setup for this measurement is shown in Figure 16. A CW RT signal
is radiated toward the spacecraft, and the same signal is used as an LO to beat |
against the looped-back received signal. The resulting IF equals the transpon-
der translation frequency plus Doppler shilt,

The spectrum analyzer 1F output is connected to a counter, which is used T
for frequency measurement. In case of failure of the counter, or low down-link
e.i.r.p., the spectrum analyzer can also be used for the LO measurement, with
little impact on measurement accuracy and with the added advantage of
extending the measurement dynamic range to a level close 1o the system noise

LNA
HPA

MHz

10
MHz

floor.

LO
SYNTH

TX
SYNTH

Antenna patiern measurements

Antenna pattern measurements (main lobe transmit and receive
co-polarization and cross-polarization patterns. and transmit and receive co-
polarization sidelobe patterns for hemifzone, spot, and global beams) define
coverage and isolation (cross-polarization and pattern) for the particular
INTELSAT V1 satellite and for the system. |

Most spacecraft antenna pattern tests are performed by moving the space- '
craft antennas in the east/west direction, which requires only a temporary
change in the electromagnetic torque of the despun section of the spacecraft
(orbit-nermal attitude). However, some tests do involve moving the spaceccraft
antennas in the north/south direction, and thus require the firing of thrusters to
introduce a precession angle between the spacecraft’s coordinate sysiem and
its orbit plane. This creates a diurnal movement of the 10T station relative to
the spacecraft coordinates and allows for measurements through beams not

normally visible from the station.

SPEC. AN, 2
MHz

LTO

IF
OUTPUT

FREQ
CENTER

10
MHz
Y

Figure 16. Satellite Transponder Translation F. requency Measurement Setup

CPU
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Antenna patiern tests arc usually performed for each 0.5% step for the hemi/
zone heams, each .07 step for the global heams, and each 0.3" step for the
spot beams. Total azimuth range depends on the beam coverage and 107
station transmit e.d.r.p. capability. Each antenna pattern point measured is
properly time-lagged, and the corresponding spacecraft attitude data are
retrieved, thus allowing antenna pattern measurements to be performed in any
plane (azimuth, elevation, or inclined). The spot beams are normally pointed
toward the testing station to perform the antenna pattern measurcments.

MAIN LOBL ANTENNA PATTERNS

Test Objective
This series of tests verifies all the co-polarized and cross-polarized radia-
tion characteristics of the main lobe of the spacecraft beams. The test sctup is

shown in Figure 17.

Test Description
Main lobe antenna pattern measurcments can be classified in four main
categories as described below:

* Co-Polarized Spacecraft Receive Antenna Pattern Test. This proce-
dure is used 10 obtain the flux density necessary to saturate the space-
craft transponder at discrete angular offsets in relation (o the lesting
station. The differemt flux density values required to saturate the
transponder at cach antenna offset provide the data for the relative
antenna receive directivity. The saturation test methods used for the
flux density/e.irp. test are repeated for each discrete offset. The
predicted flux density to achieve saturation at each measured position
is calculated using prelaunch ambient test phase results, as shown In
Figure [8.

Co-Polarized Spacecraft Transmit Antennu Pattern Test. This test is
conducted at the same time as the receive antenna pattern test. The
saturated down-link e.i.r.p. values achieved at each discrete angular
offset are directly proportional to the spacecraft transmit antenna
directivity, since the transponder output power is kept constant by
ensuring that the transponder is saturated. The saturaled down-link
g.i.r.p. 1s determined using the same procedures as for the flux
density/e.i.r.p. tests. The predicted e.i.r.p. at saturation for each mea-
sured position is calculated using the prelaunch ambient test phasc
results, as shown in Figure 19.

.

]

—

-

L

CONSTANT

IN-ORBIT RF TEST

367

LO SIGNAL

N

SPEC. AN. 1

cPU

10
MHz

SPEC. AN. 2

Figure 17. Satellite Antenna Pattern Test Setup
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¢ Cross-Polarized Spacecraft Receive Antenna Pattern Test. For this

g.fx(;_:rf C'Biams. Global A; Global A test, all orthogonally polarized transponders visible from the 10T sta-
Meas Channel: 9, A tion must be switched off. A linear co-polarized signal is transmitted
E’e:auncﬂ gfgg"g‘ge B?ESZOI:E;? dg’ 2 - IIDCI):!TEDICTED first, followed by switchover of the station high-power amplifier (HPA)
relaunch Bias: Az = —0.064; El = 0. - . . . o
to the cross-polarized transmit port, while maintaining the same up-
-84 N I A N L L L L L link e.i.r.p. level. The receive signal is measured before and after the
switchover on the same down-link port. The transmit e.i.r.p. must
- guarantee that the spacecraft transponder under test is sufficiently
gL backed off and operating in the lincar region. The difference between
a % -82 the linear gains is the spacecraft receive antenna cross-polarization
X T isolation. The flux density required to saturate the transponder when
— - . . . -
i - using the cross-polarized test signal is calculated based on the mea-
N | | | | | | Do sured linear gain delta and the saturated co-polarization tlux density.
1 ! 1 . - -
-80 10 ' : 6 L ’ 2 5 & 10 Figure 20 shows thc measured and predicted receive cross-
polarization isolation (upper traces). and the predicted and measured
AZIMUTH {deg) flux density to saturate (lower traces).
(—=Wesl: +=Easl)
Figure [8. Example of Co-Polarized Receive Antenna Patrern S/C : 602
‘al Resul Rx/Tx Beams: Global A; Global A
Graphical Result Meas Channel : 9, A
Prelaunch Amplitude Bias: G dB — 10T
Prelaunch Bias: Az = 0.064; El =0.112 - - PREDICTED
S/C . 602
Rx/Tx Beams: Global A; Global A
Meas Channel: 9, A <
Prelaunch Amplitude Bias: -0.04 dB — 101 £
Prelaunch Bias: Az = -0.064; El = 0.112 - PREDIGTED = N
26 2 &
- K =
@ ]
= [
i <
= o o
= x @
3 3 w
= 24 o =
5 =
= f 3 g
- m [ [l
w
. o]
i | Lo 5 - ]
_ Y (NS TS U N NN T O A NN TN ENY N H 1
72 -10 -6 -2 2 & 10 - 4
—45 N VA TN N T I TR NN S A N Y TN A ) N N I | 60
AZIMUTH (deg) -0 - 2 2 6 1
(- = West: + = East) AZIMUTH (deg)

(—=West: +=Easl)
Figure 19. Example of Co-Polarized Transmil Antenna Pattern

: Figure 20. Example of Receive Cross-Polarized Antenna Graphical Result
Graphical Result
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« Cross-Polarized Spacecrafi Transmit Antenna Pattern Test. For this

CROSS-POL eirp. (dBW)

test, all orthogonally polarized transponders visible from.the 10T sta-
tion must be switched off. The spectrum analyzers, w—hlch s:mL.llta-
neously monitor both the co-polarized and Crossmpolun?ed rc.ccwe.q
signals. are set to the same frequency. and the earth station e.l..'r.pl. is
brought up to the level used to measure the satu.rated co-polarization
e.i.r.p. The cross-polarization down-link e..i.r.p_. is n}eas%lred, and the
spacecraft antenna transmit Cross—pola.rizatlon lS()l.athI] is calcelal.t:d.
Figure 21 shows the measured and predicted transmit cross—pula.rlzatmn
isolation (upper traces), and the predicted and measured e.lr.p. af
saturation (lower traces).

S/C: 602

Rx/Tx Beams: Global A; Global A

Meas Channel: 9, A 0 4B -
Prelaunch Amplitude Bias:

Prelaunch Bias: Az =-0.064; E! = 0.112 - PREDICTED

AZIMUTH (deg}
{— = West; + = East}

Figure 21. Example of Cross-Polarized Transmit Antenna Partern
Graphical Result

TRANSMIT ISOLATION (dB)
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SIDEI.OBE PATTERNS
Test Objective

This test verifies the co-polarized sidelobe performance of the spacecraft
antennas. It is normally performed on these beams that usc a beam-forming
network {BFN) of horns, and verifies that the sidelobe cancellation horns are
performing as measured in the ground tests. The test is also used to check for
any reflections from RF-reflecting surfaces located near the antenna under test.
The sidelobe pattern tests are normally conducted to check the performance of
hemi and zone beams. The test setup is the same as for the main lobe antenna
pattern tests.

Test Description

The receive and transmit sidelobes awre measured separately. When the
receive sidelobe is measwred, the spacecraft is configured to receive the 10T
test signal through the beam for which the sideiobe is to be measured. The
transponder output is then routed to the main lobe of the opposite beam, which
illuminates the test station. The linear gain is measured for cach anterma
pointing offset that was used for the transmit antenna main lobe pattern fests.
For example, to measure the east hemi receive sidelobe, the spacecraft is
configured to receive the test signal through the east hemi antenna and then
transmit it using the west hemi antenna. (The spacecraft receiver, power
amplifier, and gain sctting must be the same as for the main lobe tests, to
minimize errors.)

To calculate the flux density necessary to saturate the transponder through
the receive sidelobe, the flux density used o saturate the main lobe receive
beam is added to the linear gain differences between the sidelobe measurements
and the main lobe measurement used as a reference. The results are presented
as shown in Figure 22, where the upper trace is the calculated difference
between the sidelobe and main lobe antenna gains, and the lower traces are the
calculated and predicted Tux density needed to saturate the transponder through
the sidelobe of the antenna under test.

When the spacecraft antenna transmit sidelobe is measured, the spacecraft
ts configured to receive the 10T signal through a beam that has its main lobe
over the 10T station. The transponder output is then routed to the beam for
which the transmit sidelobe is to be measured. { The spacecraft receiver, power
amplifier, and gain setting must be the same as the main lobe tests, to
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S/C: 602

R/ Tx Beams: E. Hemi (A); W.Hemi (A}

Meas Channels: 1-2, A

Prelaunch Amplitude Bias: 0 dB

Brelaunch Bias: Az = 0.13; El = -0.06 — 107

Elev. Range: 3.61t¢-2.9 - PREDICTED

—62

FLUX DENSITY (dBW/m?}
RELATIVE RECEIVE GAIN (dB)

-30

AZIMUTH (deg)
{~ = West; + = East)

Figure 22. Receive Sidelobe Graphical Test Result

minimize errors.) The test transponders are saturated at each antenna pointing
offset that was used for the receive beam main lobe pattern, and the saturated
sidelobe transmit e.irp. is measured directly. The results are presented in
Figure 23, where the upper trace is the measured saturated gain difference (the
carrier-to-interference ratio, /1), and the lower traces are the measured and
predicted saturation e.1.r.p. produced by the spacccraft sidelobe.

TC&R subsystems 10T measurement methodologies

The in-orbit RF measurements of the TC&R subsystems consist of telemetry
subsystem measurenents, command subsysiem mnigasurements, and ranging
subsystem measurements, as described below.

IN-ORBIT RF TEST 373

S/C: 602

Rx/Tx Beams: W. Hemi (A); E. Hemi (A)
Meas Channels: 1-2, B

Prelaunch Amplitude Bias: 0 dB

Prelaunch Bias: Az = —0.06; El = 0.075 — 10T
Elev. Range: -2.29 to —0.57 - PREDICTED
24 T
I S e L B S Sy B S B B S B s B
16 [~ N
T 4
- 42

e.i.r.p. (dBW)
T

— 50

1
RELATIVE TRANSMIT GAIN (dB)

-1 58

i 1 66

AZIMUTH (deg)
(—= West; + = East)

Figure 23. Transmit Sidelobe Graphical Test Result

Telemetry/range subsystem measurements

; The telemetry subsystem measurements comprisc beacon e.ir.p., beacon
requency, beacon modulation indices and baseband frequencies, telemetry
antenna patterns, and telemetry horn axial ratio.

BEACON e.i.r.p.

To determine the e.irp. of a modulated beacon, a calibrated HP71210
spec‘l:,rum analyzer is used to measure the levels of the beacon fundamental
the f‘I.I'St two sidebands, the inject signal (placed between the fundamental an(i
the first sideband), and the noise floor. The total beacon power is calculated
by adding the power of the sidebands to the power of the fundamental. This
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total power is then compared with that of the injected signal to compute the
beacon e.ir.p. The e.ir.p. of the RHCP 11-GHz beacons (1K and 2K) is
measured using the linearly polarized Ku-band 10T antenna, and then
transformed to an equivalent circularly polarized e.i.r.p. by adding 3 dB to the
measured value.

BEACON FREQUENCY

The “Autozoom™ feature of the calibrated spectrum analyzer is used to
measure the beacon center frequency to a resolution of 1 Hz. The accuracy of
the synthesized analyzer frequency measurements is £5 Hz., Use of the spectrum
analyzer considerably increases the dynamic range over which frequency
measurenients can be taken.

BEACON MODULATTON INDEXES AND BASEBAND FREQUENCY

The medulation index of the telemetry beacon is measured for both single-
baseband and multi-baseband inputs. Single-baseband input consists of PCM
or range mode. In the PCM mode, the spectrum analyzer is used to measure the
power of the carrier and of its first two sidebands. The ratio of the carrier and
the first-order sidebands is then used to compute the modulation index. In the
range mode, a 27.777-kHz ranging tone is continuously transmitted to the
spacecraft, and the modulation index is measured in a manner similar to that
used for the beacon in PCM mode. The ouly difference is that the medulation
index is measured for various up-link carrier power levels. Figure 24 shows an
example of a beacon measurement printout.

TELEMETRY ANTENNA PATTERN

The azimuth antenna patterns for the beacon horn and omni antennas are

measured by slewing the spacecraft £20° in pitch and measuring the e.ir.p. of

the beacon fundamental at each angle increment. At C-band, the beacon under
test is configured in range mode only, and a clean command carrier is trans-
mitted to remove any beacon sidebands. Since the telemetry horn antenna
provides coverage over 40°, the horn antenna pattern for both beacons is
relatively flat (see Figure 25). The C- and Ku-band beacon antenna patterns
are measured concurrently to save test time.

TELEMETRY HORN AXIAL RATIC

A technique that expleits the ability of the 10T antenna to perform
co-polarization and cross-polarization measurements and then derive the
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Figure 24. Example of Beacon e.i.r.p., Frequency, and Modulation Index
Test Result

S/C: 602 Beacon: 1A

e.irp. (dBW)

AZIMUTH (deg)
(~=West: + = East)

Figure 25. Example of Beacon Co-Polarized Antenna Pattern 10T Result
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isolation is used to determine the telemetry horn axial ratio. The isolation is
translated into the axial ratio, AR, by the formula

10 (A0 4 g

AR =20+ log
10420y

(4)

where R = COPOL(dBW) — XPOL{dBW).

The above measurement is performed over a range of £20° in 2° steps, with
the beacon configured for range mode only. Due to the location of the Fucino
earth station, the axial ratio of the telemetry horns is measured at an elevation
of 6.15°N. The 10T system calculates the axial ratio based on the measured
cross-polarization isolation. The isolation and axial ratio for each measured
position are then plotted on the same graph, as shown in Figure 26. These
plots of measured data do not contain any prelaunch information, which is
available only in hardcopy format for the TC&R subsystem.

Command subsystem measurements

The command subsystem measurements are basically flux density mea-
surements, The 6-GHz up-link command signal is fed through a TWT HPA to
the LHCP port of the 10T antenna. At the antenna feed, the up-link signal is
monitored via a calibrated waveguide coupler. using the transmit power meter.
The reading from this meter is then used to calculate the command carrier flux
density level received by the spacecraft. The command subsystem measurements
consist of command/execute sensitivity, command deviation sensitivity, com-
mand bandwidth response, and command antenna pattern.

COMMAND/EXECLUTE SENSITIVITY

Sensitivity is detcrmined for both receivers and processors by measuring
the threshold up-link power level for the command and execute functions. The
execute threshold is measured by transmitting and continuously executing a
spare command, Up-link power is then decreased until only one of two execute
returns is noted. The flux density corresponding to the up-link power is the
execute threshold.

The command threshold is measured by transmitting and clearing a spare
command while decreasing the up-link power level. The threshold is defined
as that flux density for which two out of three commands transmitted enter the
spacecraft CPU, as verified in the telemetry return. The value from the up-link
power meter is then used to compute the up-link threshold flux density.
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Figure 26. Example of Beacon Cross-Polarized Antenna 10T Result

The above tests are perlormed for both command frequencies—first with-
out, and then with, the alternate command carrier aclive, to assess any
desensitization.

COMMAND DEVIATION SENSITIVITY

Command deviation sensitivity is measured by varying the modulation
index of the command frequency and then adjusting the up-link power level
and measuring the command threshold. The deviation of the command fre-
quency is changed by adding attenuation between the command generator and
the IF modulator.

COMMAND BANDWIIYTH RLESPONSE

Command bandwidth response is measured by varying the command
frequency over a 3 MHz range in 0.25-MHz steps and measuring the com-
mand threshold. The command frequency is sclected by setting the frequency
of the synthesizer, which determines the frequency of the up-converter. This
test is performed for both receivers and CPUS.
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COMMAND ANTENNA PATTERN

The command antenna pattern is measured at the command threshold for
both receivers and CPUs over a range of +20° off the pitch axis. The command
threshold is measured as the spacecraft is pitch-biased in 2° steps.

INTELSAT VI 10T planning

The test plan for an INTELSAT VI spacecraft comprises two basic elements:
antenna pattern testing and RF matrix testing.
Anlenna paltern (esting

Antenna pattern tests include main lobe co-polarization transmit and receive,
main lobe cross polarization transmit and receive, receive sidelobes, and
transmit sidelobes, Figures 27 and 28 illustrate the hemi zone and beam
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Figure 27. INTELSAT VI Hemi Beans
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prelaunch measured coverages, respectively. One concern for the antenna
testing, and also for testing of the RF matrix for zones 2 and 4, is that the
Fucino 10T station is located at 6.15°N in spacecraft coordinates (cut I in
Figure 28). The antenna coverage from the hemi and 7one beams ranges from
8°N to 7°5 in spacecraft coordinates. Consequently, the southern zone beams
(«ones 2 and 4) are not visible from Fucino, as shown in the tigure.

The only way for the zone 2 and 4 beams to be visible from Fucino—in
order to test the complete antenna pattern of the hemi and zone beams—is to
position the southern beams over the Fucino location by inducing a spacecraft
roll bias offset. To enable Fucino to aceess the southernmost part of the hemi/
zone beams, an offset of up to 13° was required. It was decided that azimuth
cuts at five different elevation angles would be sufficient to evaluate all of the
147 horn elements that form the hemi/zone beams. Table 4 summarizes the
test sequence for all five cuts. It can be seen that cut 2 is performed by moving

10 T ‘ 1
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Figure 28. INTELSAT VI Zone Beams
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TABLE 4. ANTENNA PATTERN TEST SEQUENCE SUMMARY

SOUAREAX  “§" SWITCH ROLL ANTENNA
N . -
BEAM POSITION POSITION BLAS* BIAS {APMy
Cut 1--{Elevation = 6.15°N)--—--—s-rm-mmmmmmmm e
0
Global A 3 o
Gm‘hal ’ 0 615N, 4°E
E\a“ SSpml 0 615N, 5°W
- 34
Zone | AOR 55M 0 3
Zone 3 AOR SSM 0 0
E. Hemi AOR 58M ul ]
W Hemi AOR S5M 0 E)
WHIZI/EH/LD ADR MSM 0 :
Zone | 1OR SSM 0 U
Zone 3 [OR 55M 0
———————————————————————————— Cut 2--(Llevation = 5.00°N Joptional |[)------------------------
Zone 3 IOR 55M {} : :2”:
Zone 4 TOR SSM 0 I.].SU\I
Zonc 4 AOR SSM 0 . SN
Zone 3 AOR 55M O 1I Il_sﬁN
E. Hemi AOR S5M 8] I, ].SUN
W. Hemi AOR S5M 0 1548
—————————————————————————————————— Cut 3—-(Elevation = 2.00°N)--—-—-- o mmmmmmmmmee e
Zone 2 AOR 55M l.IS;N 3
Zone 4 AQR SSM I.ISON 0
Li. Hemi ACOR SSM I,lli ;
W. Hemi AOR 55M 1.]3” 0
WH/Z2/EH/Z4 AOR MEM L. ISON 0
Zone 4 10R SSM 1 .1:’_&HN .
Zone 2 IOR S58SM 1.15°N
E Cut 4 (Elevation = 3.00°5)
Zone 2 10R SSM II'E:’N 0
Zone 4 IOR 55M 1.]3(;1\ 0
Zone 4 AOR S5M l.ISIN g
Zone 2 AOR S5M 1 .ISHN ’
E. Hemi AOR SSM I-L:,,N o
W, Hemi AOR 55M 1.15°N
—————————————————————————————————— Cut 5--(Elevation = 6.(R)*8)---------mrmmmmmmmmmmmoiem -
West Hemi AOR SSM 115N 0

AOR = Atlantic Ocean Region; JOR = Indian Ocean Regivn: POR = Pacitic
Qcean Region . ’ .
*The roll b?ases indicated for cuts 3, 4. and 5 are 1* higher than the minimum

i i ’ rovid e i casurements.
reguired, in order 1o provide more tme for measu

#+The APM bias for the hemi/zone antennas is the electrical m‘cfselr rcq.ul.red. 'll”n
calculate the equivalent mechanical offset, the electrical offset is divided by

[ 81 (i.e.. 1.19°N electrical otfsel equals 0.657°N mechanical offset).
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the hemi/zone antenna positioner mechanisr (APM) to obtain a 1.15°N beam-
pointing bias.

Due to the relatively static attitude of the satellite spinning axis as it
moves around the earth, a roll bias offset will not remain constant. An initial
offset of 13°N roll, 0° yaw will in 6 hours become 0° roll, 13° yaw, and in
12 hours become 13°8 roll, 0° yaw. This drastically limits the time available
for the Fucino 10T station to make azimuth cuts of the central/southern
hemi/zone beams. For a roll bias offset of 5.15°, Fucino can perform the
cut 3 measurements for 5 hours per day (+!° window); at 10.15° roll
bias, cut 4 measurements can he performed for 4 hours; and for a 13.15°
roll bias, cut 5 measurements can be performed for only 3 hours per day in
order to check the respective row of feed horns in the hemi/zone BFN,

RF matrix testing

The rR¥ matrix tests comprise the following:

¢ Flux density to saturate

* e.lr.p. at saturation

« G/T

* In-band frequency response
* Out-of-band frequency response
* Step attenuator value

* LO frequency.

All transponders and receivers are tested, [n addition, all alternate paths through
the various switch combinations in the static switch matrix ($sM) and micro-
wave swilch matrix (MSM) are verified such that every switch is exercised and
every switch contact is used at least once. A typical test plan for one beam is
shown in Table 5. The test results are presented as shown in the respective
measurement description modules.

Before an RF matrix test can begin, it is desirable to have the Fucino
antenna positioned at the beam peak. Thus the first step in conducting the R
matrix tests is to perform the main lobe antenna cut. This defines the required
beam location for the remainder of the RF matrix test for that beam.

Spacecraft reconfiguration

As is evident from the test plan, quite a large number of payload and
Spacecraft reconfigurations are required during

an tOT. Although in principle
the test

schedule is predefined, the sequence of tests can change dynamically
due to many factors. This, coupled with possible requirements for anomaly
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investigations, makes it impossible for all of the necessary commands to be

predetined. Rather, reconfiguration commands will need to be generated to

support the requirements of the test director as the testing proceeds. Commands

are gencrated by using the pC-based RCAP software, which presents a

representation (graphical or (abular) of the spucecratt payload (transponders)

that can then be manipulated by the operator to the desired configuration. The

RCAP program produces the appropriate command lists, in a format recognizable

by the spacecraft, to enable this configuration to be achieved. A file of

commands, referred to as a command queue, can then be clectrontcally
transferred to the CCS at the INTELSAT Satellite Control Center (I15CC) in
Washington, D.C., {or future exccution,

Due to the speed of the new 10T equipment, performance of the necessary
reconfigurations is a continuing process that requires the full-time participa-
tion on the 10T team of a spacecraft commanding specialist from the
INTELSAT Flight Operations Section (FOs). To minimize the stress on the
payload. it is desirable to keep the switching and power-cycling of units as
low as possible. It is the responsibility of the FOs enginecr, in close coordina-
tion with the test director, to recommend the most efficient command se-
quence for the testing,

The complexity of the INTELSAT VI payload makes the number of recon-
figurations required, and hence the number of commands sent to the space-
craft, very large—considerabiy larger than was necessary on earlier
INTELSAT spacecraft. For instance, during the 4 weeks of INTELSAT 602
I0T (including $S-TDMA testing), approximately 17,000 commands were sent.
With the inherent command intensity of the INTELSAT vi spacecraft, the speed
of commanding has now become the dominant factor governing the duration
of the 10T.

Prior to the INTELSAT V1 era, commanding was always accomplished
“manually,” that is, by verbally passing commands to an operator at one of
INTELSAT’s telemetry, tracking, and command (TT&C) stations. The station
operator would then manually enter the commands in the command generator
for transmission to, and execution in, the spacecratt. In day-to-day operations,

a command list was routinely sent to the TT&C station beforchand so that the
station operator could visually verify that the correct command had been
loaded into the command generator before proceeding. This is not possible
during an 107 because the order and breakdown of the test schedule are ofien
determined rapidly, in real time. While manual commanding is still available,
the probability of mistakes is increased by the lengthy serial commands used
for INTELSAT VI
With the advent of the INTELSAT Vi era, the philosophy of commanding
was reviewed. The primary change was to centralize and automate commanding
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within the CCs, which offers a flexibility that greatly improves the speed and
case of commanding. Commands can be sent via the TTC&M network to the
satellite individually by keyboard entry in the ISCC, or by running predefined
data files (queues) containing a Jist of commands. The former method, referred
to as individual interactive commanding (1€), provides flexibility because the
order of command does not have to be predefined. Queue commanding, while
relatively inflexible because the command order is predefined, allows for a
very fast change from one spacecraft configuration to another, which is ideal
for 10T. Hence, iC would be used to configure the spacecraft to a “starting”
configuration, and then a queue would be introduced. By using flags, each
command in the queue can be processed in a different mannet, and prompis to
the operator can be set or not, as required. For cxample, after processing a
command, the next command can be automatically transmitted to the space-
craft, or the operator can be asked for “permission to transmit.”” Thus, by
using flags, the queue can be broken down into blocks such that the execution
of a4 block will set up a certain required test configuration on the spacecraft.
Each command sent is automatically verified by the software prior to execution
to ensure against corruption; thus, security Is not impaired to achieve faster
commanding. The use of command queues through CCs has been invaluable in
lesiing the INTELSAT V1 serics and has allowed completion of the 10T in much
less time than was previously required.

INTELSAT 602 10T results

The 10T of INTELSAT 602 began on December 7, 1989, and was completed
on January 18, 1990, with breaks for the Christmas/New Year holidays and
for traffic interruptions (the satellite was pressed into service for the Panama
invasion and for the Maita summit). The actual test duration was 24 working
days (12 to 14 hr/day).

RF matrix testing

When the RE tests are performed, the measured data are automatically
compared against data taken during factory testing of the spacecraft (pre-
launch data). These data are stored in the TDHS, and the 10T system automati-
cally retrieves them for the measured configuration, adjusts the antenna gain
for the position of Fucino in the antenna patern, performs the comparison,
and then prints out the test results in a table. The system plots the data in a
graphical format. Actual test results for INTELSAT 602 were presented previ-
ously in the descriptions of the respeciive measurement techniques.
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TABLE 6. AVERAGE DEVIATIONS BETWEEN [OT MEASU

RED DATA AND
PRELAUNCH REFERENCE

BEAMS c(.(ll.};.)p- FLUX(?ETS”Y ((-:irll;.;

Cilobal A -1 +H).3 -1.1
Globul B +0.1 +0.2 -01.8
E. Ku-Band Spot +0.2 +0.2 0.0
W. Ku-Band Spot +0.2 -0.1 +0.1
E. Hemi 0.0 +0.1 +0.4
W. Hemi 0.0 <0.8b +0.5
Zone | +0.2 -0.4 +0.2
Zone 2 -0.3 -0.0 +0.4
Zone 3 +0.3 +1.0¢ +0.2
Zone 5 +0.2 -(r4 +1.0

“ Prelaunch data fi ‘Tepres

v 1 : ‘m tor- G/T represent caleulated, not measured data.
Suspected high gain-setting from factory

o9 - & H H i
Suspected low gain-setting from factory.

Antenna pattern testing

Zonfz tt)ztﬂaé]i)td 33, dllLIfE] an a1:1tenna patterns (cuts) were raken for the hemi and
- prelau[;Ch n'g‘ OT of INTELSAT 6()’%. Tl_1e antenna patterns closely matched
e médﬁ‘u‘remenlb‘ from the far-field and near-field test
- ¥ close agreement between the 10T measurements and th
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ranges. The
e near-ficld
pgraded 107
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Figure 29. INTELSAT VI East Spot Beam Contours

In addition to performance measurement of the Ku-bz.lrld antcnr‘las, “'lg
pointing of the two Ku-band spot beams was _als? venhFd b§f 'L(?I‘I[['U(l.
measurements. Seven azimuth cuts were taken, (.57 apart in clc,vcmo_n’, l‘m
shown in Figures 29 and 30 for the east and west spot beams, rcspéct‘nfz yi
The test results indicated a 0.4°F offsct on the east spot beam. The west spo
beam pointing agreed with the prelaunch data.

Conclusions

The upgrade of the Fucino 10T station has significantly il‘nprovc??l()ghze
precision and speed of payload 10T measurements. The IQTS of INThLS‘ﬁ.\[ 1 d
604, 603, and 601 were performed in half the expected time .(4 weeks 111-15tcc}h
of the predicted 8 wecks). The test data, when compared with the prelaunc
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Figure 30. INTELSAT VI West Spot Beam Contours

data, indicated that all of the INTELSAT Vi satellites tested with date were
unaffected by launch and in-orbit injection stresses. INTELSAT 602, 604, 6053,
and 601 are now in service, having been accepted on the basis of the 10Ts.
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Design and operation of a post-1989
INTELSAT TTC&M earth station

R. J. SKROBAN AND D. J. BELANGER

(Manuseript received September 18, 1997)

Abstract

The de.si gn and operation of tracking, telemetry, command, and monitoring (TTC&M)
carth stations implemented by the U.S. Signatory as part of INTELSAT’s Post-1989
TTC&M Network are discussed. Pust expericnce in providing TTC&M services (o
[NTEL.SAT Is presented, and implementation of two of the new speciaLpufpose c;)m—
plexcs is described. The U.S. Signatory’s design approach and implementation are then
presented as they relate to TTC&M carth station operation in the INTELSAT VI era

Finally, the tunctions performed in support of INTELSAT V/V-A and VI spacecrafl
operations are reviewed. |

Introduction

In 1987, the INTELSAT Executive Organ developed a plan for what came
to bp klnown as the Post-1989 TTC&M Network. At that time, the imminent
explratlt)n of existing contracts for telemetry, tracking, command, and moni-
toring _(TTC&M) services, coupled with the timing of the lNTELSA,T VI mmple-
mentation, presented an opportunity for the Executive Organ to review future
TTC&M requircments. This review, subscquently endorsed by the INTELSAT
Board ot Governors, gave rise to the Post-1989 TTc&M Network configura-
lil‘(Jl]. As envisioned, this network would consist of six TTC&M earth stations at
signatory locations around the world, replacing the existing network of ci;vht
TTC&M stations and two commuaications system monitoring {CSM) stationz.
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A key feature of the post-1989 network is its extensive use of limited-
motion antennas {1.MAs) for dedicated telemetry, command, tracking, and
ranging. Prior to 1989, these functions were performed largely through collo-
cated communications antennas. That is, the existing communications anten-
nas at the facility were used for TTC&M, in addition to their primary function
of carrying communications traffic. The antennas were thus limited {o sup-
porting one satellite. In the event of a problem affecting the payload, the
communications antenna would likely be required to point-over to a spare
satellit at precisely the time when the antenna was required for TTC&M activi-
ties, necessitating reconfiguration of the telemetry, tracking, and command
{TT&C) antenna network to establish TT&C coverage of the satellite in trouble.

Unlizing relatively low-cost 1LMas to perform these functions provides a
number of benefits, including lower cost of operation, simultancous ranging
from two sites for more accurate orbit determination, and toremost, a dedicated
antenna which retains access to its assigned spacecraft during a spacecraft
anomaly, As new satellites are placed into orbit, LMAs can be added to the
existing TTC&M facilides to maintain dedicated coverage. Table 118 a matrix
of the current INTELSAT Post- 1989 Network antenna complement, by earth
station.

This network of INTELSAT TrC&M earth stations has as its hub the
INTELSAT Satellite Control Center (1SCC), located at INTELSAT Headquar-
ters in Washington, D.C. Overall contro] of the satellite network is exercised
by the ISCC, which utilizes the TTC&M earth stations to perform the functions
necessary to support launch and synchronous orbit operation, including space-
craft acquisition, tracking, telemetry reception, commanding, ranging, in-orbit
testing (10T), and communications monitoring. These operations are described
in detail in companion papers by Wheeler [1] on communications operations;
Smith [2] on satellite operations and the 1§CC; Virdee ¢f al. [3] on launch
operations and bus 10T; and Roscll e al. [4] on payload 10T,

In early 1985, 16 INTELSAT signatories responded to the INTELSAT rrp
for TTC&M earth stations, with proposals for 21 different tacilities. COMSAT
World Systems, the U.S. Signatory, was awarded contracts for two of the six
TIC&M stations, to be constructed in Clarksburg, Maryland (a suburb of
Washington, D.C., approximately 25 miles north of INTELSAT Headquarters)
on the grounds of the existing COMSAT North facility, and in Paumalu,
Oahu, Hawaii, at an existing COMSAT earth station complex. Figure | shows
the Clarksburg T1C&M complex.

This paper describes the COMSAT facilities implemented under the post-

1989 TTc&Mm program and discusses the functions they perform in support of

INTELSAT V/V-A and INTELSAT V1 spacecraft operations.

TABLE 1. INTELSAT POST-1989 TTC&M CONFIGURATION

COLOCATED
COMMUNICATIONS

INTELSAT ANTENNA DESIGNATIONS

ANTENNAS

FOR CSM

CFPA / / ]
KFPA CLMA 1  CLMA?2 CLMA 3 CLMA 4 CLMAS KLMA

REGION(S)

EARTH STATION

CKT-71.

CKT-6L

CKT-3L CKT-4L CKT-51.

CKT-IT CKT-2T
AOR,IOR  FOT-3T FOT.YT FOT-7L  FOT-8L FOT-10L FOT-11L

AOR,IOR RAT-IT

AOR

Clarksburg, MD, U.S. A

FOT-12L

Fucino, laly

[aa]

RAT-3L  RAT-4L

RAT-2L.

Raisting, Germany

ol

BET-5L

IOR.POR  BET-IT BET2T BET-3L  BET-4l.

IOR, POR
POR

Beijing, China

INTELSAT POST- 1989 TTC&M EARTH STATION

PET-4L

PET-2L  PET-3L

PET-1T

Perth, Ausiralia

PAT-5L

PAT-2L  PAT-3L.  PAT-4L

PAT-IT

Paumalu, HI, U.S.A.

KFPA ; Ku-band fuli- performance antenna.

CFPA : C-band full-performance antenna.
CLMA : C-band LMA.

KLMA : Ku-band LMA.

part of the INTELSAT Control Coordination Circuit (CCC) network are shown in Figure 2

Note: Antennas which are

393
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Figure |. Clarksburg TTC&M Earth Station Complex

Earth station design requirements

The COMSAT World Systems earth stations at Clarksburg, Maryland, and
Paumalu, Hawaii, were designed to meet the definitive specifications approved
by the INTELSAT Board of Governors. While they incorporate state-of-the-
art hardware and software for the RF systems, monitor and contrlol (M&C.), gnd
power generation, the earth stations feature simple and funcjtlcmal building
design and civil works, employing pre-engineered const.ructml? and abc'we-
ground cable and waveguide interfacility links (IFLs). This section describes
the major earth station components.

Antenna systems

To meet INTELSAT TTC&M requirements, a number of different antenna
systems were implemented by COMSAT. The C-band full-pe}‘formance antenna
(CKPA), which was the cornerstone of the entire earth station c.omplex, was
located at Clarksburg due to that site’s proximity to the Washington, D.C.,
area. The CFPA was erected at the lowest elevation on COMSAT properFy tp
minimize radio frequency interference (RF1) to the significant number of mi-
crowave links in the area operating in the 6-GHz transmit band. Once the
location was determined to be satisfactory from an RF standpoint, the control
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building and other antenna structures were positioned to complement the
antenna.

At Paumalu, an existing 16.5-m-diameter T1C&M antenna was retrofitted
to 19 m. resulting in the same electrical performance as the Clarksburg CEPA.
As at Clarksburg, the other antennas and new buildings were then positioned
to complement the upgraded Crpea.

The crpas at Clarksburg and Paumalu perform every function required of a
TTC&M antenna—synchronous orbit TT&C, launch support, CSM, and 0T of
newly launched spacecraft, COMSAT used a TIW Systems, Inc., 19-m
Casscgrain antenna and 80-K low-noise amplifiers (LNAs) to achieve the
required 35-dB/K gain-to-noise temperature ratio, G/T, for a Standard A anten-
na in the INTELSAT system. A dual polarization feed, with an axial ratio
better than 0.4 dB (cross polarization isolation of 33 dB) was employed. To
meet the strenuous effective isotropically radiated power {e.i.r.p.) require-
ments of 93 dBW across the 375-MHz band in both polarizations, MCL, Inc.,
air-cooled, 3-kW, traveling wave tube amplifier (TWTA), helix-type high-
power amplifiers (11PAs) were used. These HPAs were installed above the
azimuth axis to minimize losscs. Thus the e.i.r.p. requirement was met with-
out the need to combine the IIPA outputs. It should be noted that the extended
bandwidth of 575 MHz includes the 1'. 2' transponders introduced on the
INTELSAT VI series of satellites,

The CFPA is the only antenna in the complex that employs monopulse
antotracking to track satellites in transfer orbit during launch missions. A
backup step-track capability exists for synchroneus orbit operations.

Figure 2 is a block diagram of the CFPA’s RF system. An HPA hybrid
combiner network is provided in the event that two high-power command
carriers must be radiated simultaneously from the CFrA. Each command car-
rier would be amplified exclusively from one HPA and combined in the hybrid.
The resulting e.d.r.p. per carrier would be approximately 90 dBW, which is
greater than that obtainable by radiating both carriers through one HPA. Re-
ceive couplers ahead of the LNAs allow for the injection of calibration signals
for ¢sM and 10T, and a separate waveguide run is provided to transmit the 10T
injection signals from the control room to the feed coupler. A test loop
translator is employed for zero-range calibrations, and a similar translator is
used on all TT&C antennas.

Clarksburg also utilizes a TIW 14.2-m Ku-band full-performance antenna
(KFPA), cquipped with step-tracking, primarily for ¢SM and 10T. Although not
equipped with monopulse, the KFPA can support INTELSAT K-type spacecraft
launches by using program tracking with offsct correction interacting with the
step-track mode.
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The choice of a 14.2-m antenna allows the use of air-cooled MCL 60(:1—W
traveling wave tube HPAs to mect the required e.l.r.p. of 87‘.() chW ?ng\:fn f[l]z
in the wransmit band of 14.0 through 14.5 GHz. Theisc IPAS a.re[ (;use e
antenna pedestal base. INTELSAT Standard C perfornmn@ is ac} KK.VTI o
220-K LNAs, providing performance well above the G/T of 34 dB/K calle
1 ;pecitication. |
in L’?ﬁé‘?ﬁi réquirements were mel with Vertex 9.-m jzolckscr?vi dminﬁre
which provide a limited operating azimuth range of 110° per s‘eym,'ntl.on -
antennas can be physically repositioned on their pedc_stal m allox‘\a’;;pgrg I;/K "
two 110° segments. With this size antenna, the required G/T of 27. ;

asi 3t wi undant 80-K LNAs. ‘
edsgic?:icwllﬁ:dare not required (0 have instantaneous bandwudth c.;l)(:;:ri;
ing the cntire satellite band, MCL air-cooled 3-kW klystm_p HPAS w'elrle du o u-n
to meet the 83-dBW e.ir.p. requirement. The LMA HPAS are lllst‘d eN E, o
HPA room in the main control building, and are prov!ded on a l -rt()r:rh \ ?]PA
up basis, where N is the number of LMAS o a maximum qf ‘lwe}.l b,L ¥
room also houses the high-power multiplexer used to switch the backup
‘ MA.
HPAI;;(;:KA:S are employed at Paumalu, and five. at Clarkshurg. quever. t\:flg
of the five at Clarksburg are upgraded LMAs which are also used for CSVM c;
ToMa reference and monitoring services {TRMS). These TRMS/LMAS are .L,l' ez
15-m antennas of a design similar to the smal]er‘LMAs.. V‘Thejy are‘eot;sug)g?K
with 45-K LNAs to achieve the Standard A G/1 ﬁpccm.can.o‘n“ o.td_.d o
required for ¢SM and TRMS operation. The LNA Fonhguratmn is 1r1. un )zrl“m:
that is, one LNA operates on each polarization, with onc backup LNA supporting
ations. .
bo?hﬁﬂfﬁﬁ&? system of the TRMS/LMAs requires that Commz?nd ar.ul rgggtligﬁ
transimissions (which are primary LM functions) be accomm‘oda‘ted, in a f4lwi1i
to the TOMA refercnce burst transmissions. The TDMA functions reguit ; ‘;u_s Oé
ties sufficient to operate on both polarizations, and one antenna ((.)n t‘hed_. 35.3 =
satellite) must be capable of operating in transponders 3—4:, in 'aldd 121(22&[1
transponders 1-2. Therefore, each TRMS/1.MA employs three_ add]tl'f)\l;\;ll e heaed
HPAs in a 1-for-2 backup configuration—in one case using 31\ \ al:;;(ICL
MCL 80-MHz klystron HPAs, and in the other using 3-kW air-coole '
Tas identical to those in the CFPA. .
Tw’ll"iszf:on:tnodutc the command and ranging requiren?cnts of ari Ilui\;-lz\l;[thz
output of the nurrowband (T7&C) klystron s flhe:r-combmed on thc fct}; ;1\20
circular polurization with the TRMS HPA ()utpu.t. Chus, the 0}1[1p111s 0|' e o
different 11Pas (TT&C and TRMS} can be transmitted over the same polariza
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path. All of these HPAs are housed in the HPA room and switched to their
respective antennas through the high-power multiplexer and 1FLs.

Completing the TTC&M antenna complement are two 9-m Vertex antennas
of the same type as the LMAs, which arc part of the INTELSAT Control
Coordination Circuit (Ccoc) nerwork (depicted in Figure 3), This network
consists of International Business Service (18S) carriers linking all TTC&M
earth stations with INTELSAT Headquarters via INTELSAT and U §. domes-
tic satellites. Tt is over this ccC network, as currently implemented, that all
telemetry, command, ranging, monitoring (CSM), and station remote M&C
signals are transmitted. The cCC network is more fully described in a compan-
ion paper by Smith [2].

The two antennas, known as small communications antennas (sCas), cmploy
MCL 700-W air-cooled TWTAs (also housed in the HpA room) configured in a
[-for-2 arrangement with their own high-power multiplexer and 1FLs. The
§Cas, equipped with 80-K LNAs, meet the requirements of an INTELSAT
Standard F3 antenna and employ redundant up- and down-converters,
INTELSAT-provided modems, and a digital multiplexer to transmit and receive
the IBS carriers of the CCC network.

Antenna control and tracking

The antenna control and tracking system developed by TIW for this pro-
gram consists of an antenna control unit (ACU), a program track interface
computer (PTIC), and the antenna tracking down-converter. All of the antennas
employ the same basic antenna control Syslem.

The ACU is a microprocessor-based unit that provides all the operational
modes and displays necessary to operate the antenna. There is one ACU for
each antenna, mounted in the antenna control bay in the control room, and
each antenna system (CEPA, LMA, etc.) has an antenna control bay and an
associated M&C bay. The ACU allows selection of the antenna mode, tracking
frequency, and receiver automatic phasing through a straightforward operator
interfuce via the front panel.

The PTIC adds a dimension of control and capability beyond that of the
ACU. The PTIC is an external computer, configured one for each antenna
group, which interfaces with the ACUs (if there is more than one in the antenna
group) to provide program track modes. The PTIC can calculate satellite and
star positions at any given time and determine the azimuth and elevation
angles that will point the antenna in the proper direction. It can also determine
satellite angles from NORAD-supplied element scts or INTELSAT-provided
satellite ephemeris data, and pointing angles to four radic stars from data
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stored within the computer, The PTIC also offers a means of commanding {via
the M&C system) azimuth and elevation angles that have been delermined by
other methods and stored in the pTIC. This would typically consist of pointing
data from INTELSAT during launch operations (transfer orbit) and low earth
orbit (LEO) satellite tracking,

in addition to performing all the normal ACU functions, the PTIC provides a
remote interface 1o INTELSAT Headquarters which allows INTELSAT to
control the antenna through the M&C system.

Monitor and ¢ontrol sysiem

The COMSAT mé&c system (also developed by TIW for this program)
provides a graphical remote interface to the RE antenna systems and the site
facility. Individual computers are dedicated to each RF antenna system and to
the site facility system. Figure 4 is a block diagram of the M&C system for the
TRMS, and is representative of the configurations used in the other RE systems.

The RF M&C computers employ an intelligent processor board to transfer
information over a high-speed scrial bus connected to various sensor blocks,
which interface 10 the RF switches and alarm conditions. The sensor blocks are
capable of detecting a wide range of inputs, including contact closures and
transistor-transistor logic (TTL) signals. The blocks may also be used to pro-
vide a contact closure or the voltage to drive a motor-driven switch.

The operator thus has a graphical representation of the RE and facility
configuration of each system, including HPAs, LNAs, all RF switches, and
(where applicable) up- and down-converters, and can command individual
switches to select a desired configuration, or select equipment to be switched
on or off line—in which case the M&C system commands the appropriate
switches automatically. The operator can also select an individual HPA window
display, which allows full control of the HPA functions, including RF power.

All of the various M&C computers (and PTICs) of the antenna groups, as
well as the facility computer, interface with a main control computer that
connects INTELSAT Headquarters with the site. allowing remote monitoring
and control of all major subsystems. This system takes the Clarksburg and
Paumalu earth stations to a level above that of COMSATs earlier TTC&M
stations. Electromechanical mimic control panels have been eliminated in
tavor of a computer-controlled system that provides the added capability of
controlling the station remotely from INTELSAT Headquarters.

Facilities systems

The facilities systems at Clarksburg and Paumalu were designed and
implemented to provide a secure, reliable environment for TTC&M and TRMS
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= - IE i Q npera?ions. The INTELSAT civil works and facilities specification was
wi |30 50O NE 5l oo & intentionaily kept very general to allow the signatories to determine the types
i 9;51 g; L iz liollo|l® of buildings and power systems most compatible with their respective sites
Eczc L“'_BE 0z “% 2 and antennas, Uninterruptible power and backup power generation were
S| |FE FE & E Z mandatory. Given the broad guidclines of the specification, COMSAT
|_Lulj 0 m _El—a'— Sé ;% E del\./c!)(l)ped a civil works and power design that was both cost effective and
':: (o] = € < & prad w relaple.
2 E Q¢ og E% <§ B Z Figure 5 is a site plan layout of the Clarksburg site. (Paumalu is similar.)
%8 = z 50 c L‘ o The layour of the buildings provides for future expansion of the control
— I e building as required. The antennas were placed in north-south lines to allow
— = - an unobstructed view of the INTELSAT-occupied segment of the synchronous
= 2 § arc. Above-ground cable and waveguide trays were used o reduce cost and
,_E J wﬁ)ﬁ_ s o %o allow for casy interfacing of future antennas with the control building.
éé or— —) <3g| 22 S Two pre-engineered buildings were constructed at each site. One is the
o - é « ¥ main control building housing the INTELSAT-furnished equipment (1FE) and
@ S = = the major COMSAT-provided systems, including the HPA systems; control
sl L 2l S & bays: heating, ventilation, and air conditioning (HVAC) system: and
i § M o 5 c % uninterruptible power systems (UPS). The second, smaller building houses two
¢F ; gg e = diesel generators and the high-voltage switchgear,
- o E f:_.: The generators are configured to automatically start and supply power after
g [ é sensing a commercial power failure via the high-voltage switchgear. The UPS
- g T -2 -~ provides an uninterruptible source of power to critical station systems (including
zE Zl ;@ £ all 1¥13) during loss of commercial power, while the generators are starting and
T 2 < coming on-line. At both sites, one gencrator can supply the full station foad. A
— S second gencrator is used at Clarksburg for deicing the antennas.
- = The control room cquipment is mounted on a floor of the type used for
- large computers, where the area between the tloor and the subfloor is a
g cooled-air plenum that provides upward-tlowing cool air to the control room
i equipmenl. The HPA room is cooled with separate units, and the temperature
|| % - of the office spaces is controlled with heat pumps. The control room and
Loll.g @_ < o = generator building are fire-protected with sprinkler systems activated from
%E E; %g % E § smoke alarms and rate-of-rise temperature detectors.
ooll|to o] =
e ° © Earth station operation
The COMSAT earth stations were designed to be operated around the
clock by a contingent of Senior Electronic Communications Technicians,
T BY:: 34 performing all the functions associated with TTC&M (and at Clarksburg, TRMS
w E RE e as well).
a2z %% 55 Having two technicians per shift is mandatory, At Clarksburg, because of
23 33 63

the TRMS function performed on two spacecraft time-division multiple access
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(TDMA) systems, a third technician was added. Two Senior Electronic
=| Technicians who are assigned to Maintenance Shop duties consisting of
Egl! extraordinary equipment repair and modification, and routine maintcnance,
are also available to complement shifts that are short-handed. Tn this way,
adequatc coverage is maintained for all required [unctions. Additionally, Senior
Facilities Mechanics assigned to the Maintenance Shop have responsibility for
the entire earth station facilities plant, including the power systems, HVAC,
antenna mechanical systems, and fire detection and control.

The key functions performed at the earth stations in support of TTC&M
operations are described below.

PARKING
LOT

CFPA

Telemelry receplion

Each station can process telemetry from four INTELSAT v/v-A satellites and

by § four INTELSAT VI satellites. Telemetry information is transmitted to the receiving

% & ground station from the spacecraft beacon antennas, on the beacon signals. On

g S % ":']_: the ground, these data are routed 1o the appropriate receiver by the receive 1771,

'5.”:% g w E and the down-link select switch. The data, comprising any combination of

D EU,_J 5 % < normal telemetry 32/48-kHz phase shift keying (pSK), dwell 72-kHz sk, and

EZ g z st ranging data, are routed to PSK demodulators via a baseband matrix switch and

% a] & = ;—f Jack fields. The output of the PSK demodulators is routed to INTELSAT

§ 2 3 ‘2 Headquarters through the ccc network, and also te the command generators

- g a8 é and to site data processing computers by using appropriate frame synchronizers.

% W E o The Hewlett-Packard A900 minicomputers uscd in the system enable the

s 8 v ISCC to control and monitor the status of all INTELSAT spacecraft, providing

% S % slatus, alarms, printouts, and graphical representations of events detected by

© = 0 the software. Earth station personnel use this telemetry information to verify

3 - system performance, make operational decisions, and monitor network response
w

to INTELSAT remote command queucs,

Commanding

The most critical network activity involves changes in spacecraft
configuration, attitude, and orbital position. Command sequences may be
performed either automatically using the Command Coordination System
(CCS)}—in which commands are gencrated without station operator
intervention—or manually by station personnel under the direction and
coordination of the 18CC. Launch and emergency scenarios sometimes rely on
station-originated manual commanding, whereas routine events such as eclipse
battery and sensor switching are normally performed by the 1SCC operator or
an autonomous {(computer-controlled) queue,

CONCRETE WALKWAY
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The TTC&M stations are equipped with several different command units
to accommodate the different spacecralt serics. All supply a tone burst to
FM-modulate the station up-link. The command carrier is directed to the
correct up-link path by the up-link seleet switch. under control of the CCS.

Ranging

The station range processor supplies a very stable sequential tone pattern
(35-Hzx, 283-Hz, 3.96-kHz, and 27.7777-kHz sine waves) to an FM modulator,
and thence to the up-converter. The up-link path for ranging is also controlled
by the up-link select switch, The received ranging signal, looped through the
spacecrafl, is routed to the range processor from the telemetry receivers and
down-link select switch. The phase delay of each tone is measured. and the
resultant data are routed to the data processing computers.

Each ranging data record consists of the phase angles and azimuth and
elevation coordinates from the tracking system computer, the time of
measurement, and the satellite identifier, and is stored in a database file in the
station computers. When sufficient data have been accumulated, the 1SCC
requests the station computer to transmit the data via the CCC network for
reduction. Station personnel monitor status and alarm information from the
ccs and station M&C systems to ensure that ranging data frames are properly
acquired and of high quality.

Communications sysiem monitoring

The CsM, developed at COMSAT Laboratories | 5], is a subsystem resident
at the earth station which is used to make highly accurate measurements of the
emissions from the satellite communications payload. The C$M operates through
the station Standard A antennas, which at Clarksburg include the two TRMS/
LMAs, as well as the CFPA. The CFPA may access any spacecraft to perform
¢SM measurements, as required. Clarksburg also has a sccond CSM system
working with the KFPA to monitor Ku-band transponder emissions.

At the time of their construction, the antcnnas for €SM were calibrated
using a radio star to receive and transmil gain, in order to establish these
antennas as secondary reference standards for CSM measurements.

Using frequency plan data tables stored in its computer, the CSM measures
each carrier emission, including beacons, for e.i.r.p., frequency offset, and
deviation. The data are used by the INTELSAT Operations Center and
monitoring staff to ensure that the satellite transponders are being operated
properly, that each carrier is being properly maintained by the transmitting
earth station, and that consequently the network is being operated in the most
efficient manner.
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[‘n addition to routine measurements conducted at least daily, the csm
perfarms the following functions:

* Smatl-Signal Gain Measurements. The ¢SM controls the radiation of a
!ow-]cvel carrter to measure the gain of individual satellite transponders,
in order to detect any degradation over time.

Antenng Verification Measurements. To be accepted into the
INTELSAT network as an operating communications earth station, a
candidate station must pass various antenna tests, such as transn!'lit
sidelobe patterns, transmit gain and receive G/7, e.1.r.p. stability, and
cross-polarization purity. The CSM is the measuring instrument for
these tests, requiring heavy involvement of the TTC&M earth station
staft in calibrating the cSM and conducting the tests. The staff works
closely with the earth station under test to ensure accurate and timely
measurements, with the goal of expeditious entry into the INTELSAT
system and activation of communications carriers from the new station.

The CsM system is also used with the CFPA to investigate anomalous satellite

performance. as directed by INTELSAT Space Segment Engineering and the
1SCC staft.

Earth station maintenance

The COMSAT TTC&M earth station staff is responsible for both the
COMSAT systems equipment and the IFE. At COMSAT s discretion, certain
IFE can be {(and generally is) contracted 1o the manufacturer for preventive and
problem maintenance, usually on a same-day or next-day basis, depending on
the criticality of the system.

Tl"he. vast majority of the subsystems arc maintained by the station staff.
GU{delmes for maintenance are compiled into locally generated preventive
maintenance instructions (PMIs). The PMI program includes a scheduling
calendz-ir by which each system is checked at prescribed intervals and histories
are maintained.

The station staff is competent to troubleshoot down to the component level
for most equipment. In addition, spare cards and modules for both IFE and
COMSAT-furnished equipment allow for rapid replacement at that level as
well, resulting in minimum subsystem down-time.

Reporting

To assist INTELSAT in system administration, numerous reports are
generated on a daily and weekly basis, addressing such issues as inventory
control, test completion, calibration, and system problems (hazardous
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condition or outage reports). The COMSAT stations are linked to both the
INTELSAT and COMSAT elcetronic mail systems, allowing real-time transfer
of information. Facsimile and teletype transmissions are also employed as
requircd.

Summary

The design, performance characteristics, and operation of COMSAT's
Clarksburg and Paumalu INTELSAT TTC&M earth stations, activated in the
INTELSAT VI era. have heen described. Major differences between thesc stations
and COMSAT s previous TTC&M earth stations were addressed, including the
state-of-the-art antenna systems, tracking, and M&C systems employed. The
new stations were implemented around the concept of dedicated TI&C antennas,
employing simplicity of design while maintaming adequate redundancy for
critical subsystems. It is anticipated that the Clarksburg and Paumalu TTC&EM
stations will continue to serve the INTELSAT organization for many years to
come.
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INTELSAT communications operations

M. E. WIIEELER

(Manuscript received December 17, 1991)

Abstract

To oversce the highly complex INTELSAT global communrications network, the
INTELSAT Operations Division has developed systerns and procedures to manage the
nctwork s new technology becomes operational, 1o commission new earth stations
and bring new carriers into service, and to cope with transitional periods. The functions
and responsibilitics of the INTELSAT Operations Center are presented, and its close
interaction with other INTELSAT deparunents to provide cffective, high-quality support
to earth slation operators is desertbed. The support systems for voice and telegraph
communications and monitoring, which aid in maintaining control of the network, arc
also discussed.

Introduction

Satellite communications operations have changed dramatically since the
carly days of INTELSAT. The number and types of communications carriers
have increased, and antennas of many different sizes have been defined and
have entered the systen. This system growth, combined with a continuing
demand for communications services, has led to the development of ever
more powerful satellites. Today, INTELSAT has 13 satellites in operation
serving three ocean regions, as well as two satellites undergoing in-orhit test.
Of the four INTELSAT VI satellites currently in orbil, two have been in opera-
tion for nearly 2 years in the Atlantic Ocean Region (AOR), and the remaining
two will begin service in the Indian Ocean Region (10R) in early 1992, This
will bring the total of in-service INTELSAT satellites to 17.

411
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The global satellite network

The existing INTELSAT fleet consists of a mix of INTEL?A']‘ V, V-A, dnd v;‘
series satellile;. Table | gives their location, type, and flight number as o
December 1991,

TaplE |. INTELSAT SATELLITE FLEET AT YEAR-END 1991

LOCATION COVIERAGE/ SATELLITE FLIGHT
("E} FUNCTION SLRIES NO.
57.0 10R A% 507
60.0 10R V-A 515
63.0 [OR V-A 511
66.0 1OR Spare v 505
174.0 POR V-A 510
177.0 POR Spare v 503
1800 POR v 508
183.0 POR v 501
307.0 AOR (IBS) V-A 513
3253 AOR v 504
3325 AOR Spare Vi 604
3355 AOR VI 602
3388 AOR v 502
3415 AOR v 506
359.0 AOR V-A 512

Satellite system utilization

The current INTELSAT global network 0011:\‘1515 of up‘pﬂrox.imaFcly 12;(:{;(3
equivalent voice channels. The AOR has the hlgh_es.t traffic dens:;{i]éim)}ﬁf
about 6() percent of the total wraffic. The IOR L‘Lil:Tlt?S 25 percent.( i, ,
with the remaining 15 percent carried in the P‘acmc Oc-ean Region ( * ..u.on

The transmission channels use a variety of modulation ar'ld chan'ne' l]L()lFV[
techniques. The system is currently changing from a prr;‘:d.oln]n.nulrtl"ilny1 ‘(1)1;{2 S;Jdrél_
frequency-division multiple access (FpMA) s_ysten? toa d1g1td NG ot :CCC%
ture phasc shift keyed (QPSK) carriers using tmleic_hwhlo'n dmL_ F]c_camclrl_
(TomA) (both fixed and satellite-switched). QPSK/FDMA, and sing

COMMUNICATIONS OPCRATIONS 413

per-channel (QPSK/SCPC) access. Analog frequency-division multiplexing
(FDM)FM carriers are steadily being replaced by intermediate data rate (INR)
digital QPSK carriers. There are more than 1,000 DR carriers in operation
today.

In addition to telephony and data services, occasional-use video services
have continued to expand. Since 1976, the number of occasional-use televi-
ston channel hours per year has grown from 13,000 to more than 72.000. The
average number of daily television transmissions is 192, and increases signifi-
cantly when major events occur, The largest number of transmissions per day
was recorded in January 1991, when 430 transmissions occurred.

Another growing segment of broadcast services has been teleconferencing
via the occasional-use International Business Service (1BS). The IBS was intro-
duced utilizing QPSK/FDMA carriers for point-to-point and point-to-multipoint
communications; however, it is not intended for use via the publi¢-switched
network.

INTELSAT Operations Center

Real-time management of the INTELSAT communications system is the
responsibility of the INTELSAT Operations Center (10C). its principal function
1 (0 ensure the continuity, reliability, and quality of communications service
by providing continuous (24 hr per day) real-time operational direction,
guidance, and assistance to all earth stations accessing the INTELSAT space
scgment. Special emphasis is placed on responding to carth station operators’
needs, providing positive and effective network control, implemeunting resto-
rations (both cable and satellite), and providing for continuity of both the
ground and space segment facilities,

This system has evolved over the years into an extremely complex network.
More than 7,000 individual carriers offer 123,000 equivalent channels (gither
4-kHz analog or 64-khit/s digitaly. These services are provided by INTELSAT
earth stations now numbering more than 2,000,

Funeciions and responsibilities

The 10C is directly involved in establishing new carriers and providing
troubleshooting assistance to earth stations experiencing carrier degradation.
In addition to setting up long-term communications carriers, the 10C assists
earth stations in instituting short-term carriers to provide facilities for the
restoration of transoceanic cables. In the cvent of a satellite failure, the 10C
aids earth stations in restoring communications carriers on the designated in-
orbit spare satellite. These and other toc functions are described helow.
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ESTABLISHMENT OF NEW COMMUNICATIONS CARRIERS

Before any communications carrier begins service, it must be established in
accordance with a sct of procedures detailed in the INTELSAT Satellite
Systems Operations Guide ($30G) | 1]. The $$0G is an cssential document for
carth station operators. A listing of the $80G modules, with descriptive titles,
is given in Appendix A,

The procedures for carricr establishment consist of a variety of lests,
including in-station tests, satellite loop tests, and tests with the distant carth
station, With the conversion of the network from analog to digital, typically
30 1o 40 IDR Or IBS $SOG lineups are in progress on any given day.

CARRIER PERFORMANCHE TROUBLLESHOOTING

Once a carrier begins operation, it normally operates with high-quality
performance, as defined in the INTELSAT Earth Station Standards (1E85) |21,
which arc listed, with descriptive titles, in Appendix B. However, there are
times when changing conditions cause carrier performance to degrade. This
may be due to intermodulation products produced in the transponder causcd
by improper carricr levels, interference from the co-channel carrier due to
degradation in polarization isolation caused by weather or antenna tracking
problems, or interference caused by inadvertent radiation of a spurious carrier
due to equipment failure or operator error. Whenever carrier degradation
occurs, the 10C is contacted to assist in correcting the situation. Because the
10C has the necessary information on transponder loading. as well as measur-
ing and monitoring equipment, most problems can be resolved quickly. On
average. the 10C deals with at Jeast two interference-related events each day.

RLESTORATIONS

The 10C assists earth station operatars with restoration of two types of
service: cable and satellite.

Cable. Transoceanic cables provide an alternative means of establishing
international communications; however, they operate in a relatively harsh
environment and are subject to failure. INTELSAT provides spare space
segment capacity to restore traffic in the event of a cable failure. Most large
cable operators have a cable restoration plan on file with INTELSAT. When a
failure occurs, the cable Restoration Liaison Officer contacts the 10C to invoke
the restoration plan. The 10C then works with the earth stations to bring the
required communications carriers into service until cable repairs have been
completed. A more detailed description of the cable restoration process is
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given in an INTELSAT contribution to the International Telegraphy and
Te]cghon.y ansu[tatrve Committee (CCITT) [3]. Table 2. adapted from that
contribution, illustrates the requirements for this restoration service

TABLE 2. CABLE RESTORATIONS PROVIDED BY INTELSAT

NO. OF CABLE AVERAGE DURATION TOTAL
YEAR SYSTEMS RIESTORED (days) CHANNEL-DAYS
1987 38 13 475458
1988 23 12 459,396
1989 24 16 561.136
199 17 14 389.738
19971 (1 12/6) 12 12 127,058

Samf!ize. In the highly unlikely event of an in-service satelliie failure, the
10C assists earth stations in establishing carriers on the designated in~(’)rbi1
spare ._%atel]ite. A contingency plan exists for cach major traffic-carrying satel-
lite. I a total satellite failure oceurs, the 10C establishes a bmadcu{t cgh;l‘nncl
on the spare satellite to provide instructions to the earth stations as tile oint-
over to the spare. Prior to activating service on the in-orbit spare ;he I())/(‘pmust
first clear any preemptible service that may be operating on the s’pare sat‘ellite

) Becuuse .lNTELS)‘AT satellites are highly reliable and great care is taken in
Er €Ir operation, contingency plans have never had to be fully implemented
hcr_e have .bet.en two occasions where anomalies occurred which disturbed the
nocrlnn}:al pointing of the satellite antennas. The faults were quickly identificd
and Lhe satellites were restored to normal rati { i
_ st operation before the continge
pian had to be invoked. e

ANTENNA VERIFICATION

Before approval can be given for an earth station to operate in the
IN TELSAT syistem, it must be demonstrated to INTELSAT—through a process
called verification testing—that the performance characteristics of every antenrllén
meet the mandatory requirements for that antenna class as defined in the 1ESS
It is the responsibility of the Signatories to evaluate an antenna’s VCI'ifiCaIilt;Il.
test results _and certify its compliance with the relevant mandatory perfor-
mance requirements, The 10C assists the carth stations in accessing the space
segment and making measurements using the Communication System M(;nl]imr
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(csM), INTELSAT s global monitoring network. The CSM consists of meas-
urement equipment located at the telemetry, tracking, command, and monitoring
(TTC&M) sites and 1s described in greater detail in a Jater section.

FIXED AND SATELLITE-SWITCHLD TDMA

The 10C is linked to each TDMA reference station via a packet-switched data
network and is provided with display equipment similar to that at the refer-
ence station. This cnables the 10C to access the displays available to the local
reference station operator, and allows remote network starlup or burst time
plan (BTP) rearrangements (o be performed with commands scnt over the
packet-switching network. With the introduction of INTELSAT VI and satellite-
switched TDMA (SS-TDMA), the 10C has begun to use the TDMA computer
facility to compute the oscillator control integer (0OC) [4] for making frequency
corrections (o the tming source oscillator (T50) on board the satellite. The OCI
is passed to the INTELSAT Satellite Control Center (1SCC) for execution of
the nccessary commands to the spacecraft. Details of the INTELSAT $8-TDMA
Headgquarters system are contained in a companion paper by Luz et al. 5]
Further details on the 180 are provided by Maranon et al. |6], and BTP
gencration and implementation are described by Mizuike ef al. (7]

OCCASIONALL-USE SERVICES

The 10C maintains positive control over access 10 the spacc segment by
ch carrier sctivation and deactivation. This activity is most dynamic

approving ea
ily 192 elevision catriev transmissions

for occasional-use service. With Lypica
per day, the I0C has contacl with the television broadcast earth stations nearly
400 times per day to approve and log the carrier start and stop times. Frequently,
the 10C will assist earth stations with a pre-transmission lineup.

SATELLITE TRANSITIONS

Satellite transitions occur after the launch of a salellite, when the new
satellite replaces one in operation. These transitions are relatively straightfor-
ward when the satellites are of the same series, but become quite complex
when a new satellite series is introduced. Newer serics satellites often have
more powerful transponders and additional beams or beam connectivity. This
makes it more difficult to move carriers from one satellite to another without
adversely affecting carrier performance during the switchover. In 1990,
ss-TDMA was introduced with the first INTELSAT VI placed over the AOR at
335.5°E longitude. A detailed deseription of the S§-TDMA system is given by
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Luns } . .
Wlijtr;]sl;(;er et al. 6[g]. During the satellite transition to replace INTELSAT 515
‘TELSAT 602, the fixed TDMA ne n |
_ . twork was converled t X
shutting down the fixed netw i s the St
ork and restoring the network wi
reference station [9]. Thro i e outaee v ot
: . ugh careful planning, the traffi imi
to only a few minutes. The transiti is i et b Kot
S. ansition process BSCT i ai
o process is described in detail by Kullman
W o "
mceht?n v;atcl'hte transitions take place, the 10C is the focal point for the
E)C v;;.f- ()rklng cllosely with the ISCC as satellite receivers are switched, the
g 1e8 nominal communications carrier i :
: performance during the switchi
“ : : § CIn
s qtuem_e by using the remote spectrum analyzer network (RSAN). The RSAI%
systemis a setof 14 s : l . l
f:/omn: hls L}(:(cjt 0}: ;4 spectrum analyzers located around the world and controlled
e . After satellite transition is ¢ i
. ! $ complete, using the CSM th
works to ensure that all carrier i ’ n 1 levols, a6
. s arriers are operatin i in:
e 1o perating at their nominal levels, as

POINTING DAT'A DISTRIBUTION

pOif]\tfit;; j [sarflliuil stattonkeeping mancuver has been performed, antenna
g data for all international carth stations are istrib
by teken thecesh an it : stations are generated and distributed
ernal voice and telegraph system c: i i
Service ot (e ph system called the Engineering
8 (ESC) network. Two types of data ¢
ervi ' $ are sent, based on th
particular carth station’s prefercnc i : : :
s e. The first type provides the azi
elevation pointing angles as a functi ti ; ond ot 1y
§ as a function of time, while the second Sists
ephemeris parameters. Given the i inting anplos som b
S ephemeris data, the pointing angl
computed by the earth stations esi iy 1095
R s themselves. Beginning i '
comp . ! 1tio | s. Beginning in January 1992,
NTELSAT will provide pointing data in the ephemeris format only ’

Support systems

I]le 10 ] d y pll SHC systen at it (ll ()'M:l 1 maintam c 1()]
) . ha m SO 15 dted 'Sy S h Sp il 1O ai ont
d p 5 0[ the g]()bd[ Ietwork. I h(z € 1NC Ude ek
Uf lll aspect: S 1 l th ESC net ]k 1()]
It [ on { i g WO‘ é
m (/dl 1te contact Wlt]l llb [SH rlll stations, as We” 15 Mon And measurin
N < onitorin d
BC]Ulpmell[ fo maintain carrier ])eI[()““d“Le.

LNGINCEERING SERVICE CIRCLITS

The Crves ini i
i’ ::SC network serves the administrative needs of the INTELSAT com
munications system, including the i i |
. mmediate needs of the earth stati
10C for normal operati : i l Shing and main
onal control and coordination i ishi
< . i on in establishing and mai
taining satellite services. These circui “means for real.
_ s. These circuits are also the primar
! el ‘ _ s ary means for real-
time coordination of urgent operational and maintenance actions
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ESC channels are allocated in mosi INTELSAT .currier typcg Tl?ey srel
incorporated in the baseband of analog channels, and in overheafi frqmmgth IFS
for digital carriers. Each ESC channel is a speech-plus-telegraph facility, w : e;]e
five 5?)-baud voice frequency tclegraph channels occupy the upper e[?d of t‘ e
voice channel bandwidth. Two ESC channels are a!lOf:uted per carrier: on'e fgr
earth-station-to-10C communications, and the other for ear.th—statmnito-edrt (;
station communications. At the 10C, the voice and telegraph signals are :\cparz?tel !
and sent to the ESC private automatic branch exchange (Pf%BX) and automatic
message switching system {aMss) for further call proce§51ng. B )

The ESC network is composed of gateway car.th stations connected to 1 e
10C via leased telephone lines. The gateway stations are se_lected 1o pr(mdc;
the maximum connectivity to all earth stations. using the fewest ‘nun.}b?‘r ?
gateways. Currently, the gateway carth stations are at Etam‘, West Vlr‘gbll‘lld,
U.S.A.: Roaring Creek, Pennsylvania, U.S.A. Madley, U.K.; a_nd .Jam.e%. I:lrgci
Califorhia. U.S.A. In 1992, Jamesburg will be replaceq by Triunfo Pdib ::md
Salt Creek in Catifornia. ESC access to the 10R and POR is through Madley an

ame ively. ‘ ‘
I a”{};bn;f%hs:ﬂiztl apgroximately 2,500 telex messages covcring3 a varswty.(\)f
administrative needs are processed daily at INTELSAT. The Tglevmmn. ef*yl-ce
Center alone accounts for about 600 messages per (lz_ly, mcludmg mes.sagt-s Tfl;)r
program booking, confirmations, and trans.m1ss.10n ql‘Ja.h[‘y re.ports.t' z
Technical Operations Control Center (TOCC) issues SSOG lineup instruc 10n'
and receives $80G lineup test results via the ESC telegraph get.work. AI.'IILEIIIIIl].c}
pointing data and TDMA satellite position data are also distributed via this
netﬁmal:jldition to providing voice and telegraph communi_calionsl,. thtf): RSC
network is capable of carrying low-speed data. One example is the dls}rl ufu(;n
of condensed time plans (CTPs) for TDMA networks. The CTP 1s a gubsret of the
ETP and contains elements of the BTP that are relevant to a particular TDMA
terminal.

MONITORING SYSTEMS

To effectively manage thousands of communications car‘riefs\.o.v.er 40-()
satellite transpondcers, extensive monitoring AI-'ld meaisurement mu}lt‘fs,ii
required. Some of the monitoring capability is provided by selecte' ea :
stations for services such as SCPC networks and TDMA. All other momfgnn&
and measurements are made from the 10C, which can chrol remote me:l&ure;
ment equipment. INTELSAT's four major monitoring and measuremen
facilities are described below.
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Communications System Monitor. The INTELSAT saicllite system containg
a very complex mix of several thousand carriers, which typically include
telephony, digital data, or television video. To accommodate the maximum
number of carriers in a transponder without mutual interference, and to maintain
required performance, it is necessary to keep all carriers within defined limits.
This requires monitoring and measuring critical parameters as often as practical,
The CsM makes these measurements and records the data for further analysis.

The CsM equipment is collocated with the telemetry, tracking, command,

and monitoring (TTC&M) facilities | 11]. CsM equipment is now located at the
following six sites:

* Clarksburg, Maryland, U.S.A.  C- and Ku-band

* Fucino, ltaly C- and Ku-band
* Raisting. Germany C-band
* Perth, Australia C-band
* Beijing, China C- and Ku-band
* Paumalu, Hawaii. U.S.A. C-band

The site cquipment consists of computer-controlied communications and meas-
uring equipment which automatically measures a number of different parameters
of both the satellites and earth stations. By using the €sM, INTELSAT ensures
the ongoing operation and monitoring of its satellites, and verifies that the
earth stations meet the necessary performance requirements.

The €SM is a wideband receiving system with wide dynamic range instru-
mentation. Specific recciver frequencies and instrument configurations are
operator-sclected by the measurement routine requesied. The CSM relies on an
accurate database of sateilitc configuration data and relevant earth station
data. Measurement data collected over long periods of time permit the analysis
of trends in communications carrier performance. The resulting trend data
allow satellite usage to be optimized and provide information concerning the
performance of satellite receivers and transponders.

The ¢sM is also designed for use during carth station commissioning. In
particular, it has the ability to measure antenna patterns while the earth station
antenna traverses the orbital arc, which permits measurement of near-in
sidelobes as well as sidelobes many degrees out from the main beam. The CSM
is also capable of measuring cross-polarization isolation.

The current csm is over 10 years old and is becoming difficult to maintain.
A requirements document and specification have been developed and approved
for the procurement of a new csM. The new monitor will consist of two major
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components: a carrier and spacecraft performance measurement system called
the CSM data collection equipment (CSME), which will be collocated at the
TTC&M sites; and a CSM data processing network (CSMN} located in the 10C.

The CSME will perform all measurements requested through the CSMN. The
equipment will offer greater measurement flexibility and speed than the current
system. The CSMN will provide network connectivity and processing capabil-
ity. Its increased processing power will greatly enhance the measurement
analysis and reporting portion of the menitoring system. The csMN will also
interface with the operational frequency planning system (OFPS), which will
provide all the information necessary to make a measurement on any carrier in
the global network. The OEPS is a local area network (LAN) database applica-
tion which is maintained in real time by the TOCC and 10C.

Data transfer between the CSME and CSMN will take place through the
existing Control Coordination Circuit (CCC) network. This is an ali-digital 1BS
communications network providing highly reliable data transmission for all
data applications operating at the TTC&M sites. More detail on the CCC net-
work is provided in companion papers by Skroban and Belanger [11] and
Smith [12].

Remote Spectrum Analyzer Network. The INTELSAT RrsaN provides
centralized monitoring, display, and analysis of carriers operating in the
INTELSAT global network. Spectrum analyzers are situated at all CSM sites,
and at sclected other locations to supplement the ¢SM where beam coverage
does not exist. These additional RSAN sites are currently located at New York
City, U.S.A., and Thamesside, U.K.. for INTELSAT 313/307°E Ku-band spot
beam coverage, and at Roaring Creek, US.A,, and Rambouillet, France, [or
INTELSAT 504/325.5°FE Ku-band spot beam coverage. Additional sites are
planned for South America and Africa, primarily to obtain southern zone
beam coverage consisting of additional beams provided by INTELSAT VI.

The RSAN system consists of a system controller and up to eight graphical
display stations (GDSs) located in the 10C. Fach Gns uses a Hewlett-Packard
series 9000. Model 310 computer with a 17-in. high-resolution monochrome
display and keyboard. A spectrum analyzer, installed at the earth stations, is
connected to the output of the LNA. Traces from this analyzer are transmitted
back to INTELSAT for display and analysis.

TDMA System Monitor. The INTELSAT TDMA system currently comprises
both fixed and satellite-switched networks, Each system encompasses the
satellite, TDMA reference and monitoring stations {TRMSs), and a number of
traffic terminals. A TRMS consists of an antenna, RE/F equipment, reference
terminal equipment (RTE}, and the TDMA system monitor (TSM). All TRMSs are
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Cf)rj]l;lcctf:ﬁd.to the INTELSAT Operations Center TDMA Facility (i0cTr) via a
E:;WZII ]::Tntuhed network. The I0CTF [ 5] monitors and controls all of the THOMA
A TSM 1\ collocated with each RTE, and this equipment is used to monitor
sysltem pc?_rformance, diagnose system failures, and assist users in execul
their traffic terminal lineups. (A description of the TsM is gjvlen by Bar m?t
ot al [1:'5}.) The TsM is designed to measure relative burst power lcv}él‘; b?ni‘t
camer‘ frequency and position, pseudo bit error rate, and transpondér! in lt
bac;koﬁ. The system monitor data are displayed locally at the RTE and ﬁ:l
I0CTE, Control of the monitor can also be exercised locally or at the ’r(;CTF )
The TSM can measure relative burst power levels to within £0.25 dB ;thc
re‘fer'ence burst center frequency to within £3.0 kHz, and tra;fi.c mbum1 !
within +0.2 kHz. Burst position error is measured wi[};in +] symbol (I 7 :1 'to
The pseudo bit error rate is accurate to within 20 percent in the ((}7 to 1(3)‘
range, and the transponder operating point is measured 10 within +1.0dB

‘ SCpC {N’emiork Monitoring. INTELSAT has 11 transponders which carr
SCPF_‘ serwces in the AOR, IOR, and POR. There are four network monito;in{
Sliitl()‘ns {NMS) in the three regions which monitor and control the carrier le ~lé
and frequency offsets of nine of the networks. Three networks (at 6;‘/‘?5S
325.5°E, .and 359°E) are currently monitored by the 10C and the iNTELéA’lj
Communications System Monitoring and Analysis (CSMA) group. By mid
1992, the 10C will monitor and control all SCPC networks, e
Each NMS monitors SCPC cartiers 24 hours a day, 7 days a week. In addition
to monitoring carrier power and frequency, operators must rid the network of
spurious and unauthorized carriers. 1t is also necessary to periodically reduce
carrier levels te prevent intermodulation noise buildup in the trans on}Z]er u(dek
to advise stations when carrier frequency corrections are necessar)? .
Th‘e four .NMSS use the INTELSAT-provided network monitoring and
reporting equipment (NMRE) to automatically monitor ail transponders assigned
to them. The NMRE automatically measures SCPC carrier levels and lfrci .uin :
?}?d rep]?rts thpse that are radiated outside the preset limits. The opera(l:lor c;ﬁ
noen:i:;l.(’ action by calling, via FSC, those stations operating outside the

I0C organizational relationships

Wé};le the ifJC‘manages the real-lime aspects of global network operation
t}}n JINT—hr basis, it receivey direction and support from many other groups in
e ID ELSAT Operations Division. The interdepartmental relationships are
described below, e
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Operations Plans

Operations Plans is responsible for developing the transpoiutlcr I?':u.imgq
plans for every satellite. These plans are develnped through sevanl\ mLLU.ng\
that are held annually. One of the most important is the F}Iobal Trgﬂm l\/lleetfng,
which produces the traffic database that form.s Lhe basis for.det'mled. pld.nnn;‘g.
This database not only impacts satellite loading, but also aids in planning for
additi atellite procurement, if necessary. .
dddTnlianeiiiildtcel:ctailsPof transponder loading are resolved at Operations Repfe(j
sentative Conferences. The AOR conference is largg enough lto bli]’llbl‘
separately, while the 10R and POR megtings‘arc combl.ned.rTh%‘.\.e tllnuclu)l;i?
agree upon the final plans for the loading of eluch lransp.(mde\r in the g.( al
network. Thesc loading plans are represented in a graphical form kno‘v‘m as
“sawtooth” diagrams, in which analog FM carriers are shown as tl’lﬂn%]bh. iDR
carriers are shown as trapezoids, and IBS carriers are sbown as r‘eut.ztng L\
Typical sawtooth diagrams are shown in lFlgur@ 1. Thc width of these ll:glna ;;

proportional to the bandwidth of the carriers. Thli.‘ final agreed-upon plans
forwarded to the ToCC for implementation planning.

c
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Figure 1. Example Sawtooth Diagrams

FTechnical Operations Control Center

The functien of the TOCC is to ensure the provision of reliabl.e SZ:ltCH.lte
service of the highest quality to all users. The TocC develops s‘atel‘ht’c Lc‘mtmc-1
gency plans, coordinates space scgment for ad hoc cahlt.: r?st(ir(}tlons.eili; |
assists Signatories in establishing short-term temporary carriers for sp

events.
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The TOCC is also responsible for implementing the transponder loading
plans received from Operations Plans. Before an approved plan is forwarded
to the TOCC, it has been analyzed by the Satellite Transmission Impairments
Program (STRIP) [14] software to ensure that the desired carriers can be
accommodated once the entire plan is implemented. The program analyzes the
effects of all impairments (such as co-channel interference and intermodulation
products) and produces sufficient link margins to account for rain margin and
terrestrial and adjacent satellite interference.

To tmplement the transponder loading plan, the ToCC develops s50G lineup
instructions for bringing the carrier into service. First, the TOCC has a link
budget drawn up to determine the up-link effective isotropically radiated
power (e.Lr.p.} of the transmitting station, and other relevant link parameters.
The STRIP program is then run again with the new carrier operating in the
existing plan. In this way, the TocC manages the transition from one plan to
the next. The 10C assists the Tocc by executing all instructions preparcd by
the TOCC and issued in the $50G telex lineup message.

Communications Systems Monitoring and Analysis

The CSMA group has two primary functions. The first is to assist the TOCC
in establishing new carriers through link budget analysis and running the
STRIP program. Second, the group coilects, processes, and analyzes the meas-
urement data provided by the CSM equipment.

Alfter transponder analysis is completed, the CSMa staff prepares transponder
balancing worksheets that are provided to the 10¢ for implementation. In the
heavily loaded INTELSAT system, monitoring of transponder performance is
essential to maintain high-quality performance of all carriers,

Television Service Center

The Television Service Center (TVsC) is responsible for managing the
operations of all occasional-use services. TVSC staff book all programs, confirm
space segment availability, resolve billing issues, and track program quality.
Schedules for all confirmed occasional-use services are provided to the 10C
for controlling access to the space segment.

INTELSAT Satellite Control Center

The ISCC is responsible for managing the day-to-day functions necessary (o
maintain proper operation of the spacecraft. The 10¢ and 1SCC work closely in
coordinating all spacecraft activities that affect communications carriers.
Beginning with the INTELSAT v series, satellite configuration switching has
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become commonplace, with nearly 200 configuration changes being devised
and executed annually. These changes typically include beam pointing and
transponder connectivity switching. The 10C also uses its available menitoring
facilities to assist the 1SCC in isolating transponder or receiver failures. Excel-
lent descriptions of the 1SCC and its functions are provided in companion
papers by Smith [12] and Pettersson e7 al. [15].

Orbital Mechanics

Orbital Mechanics plans all spacecraft maneuvers and gencrates both
pointing data for antenna tracking, and satellite position data for the TDMA
networks. Pointing data arc generated weekly and transferred to the 10C’s
AMSS for telex distribution. Satellite position data are provided to the 10C on
magnetic tape, which is loaded into the 10CTF computer and distributed to the
TDMA network.

Conclusions

Each new satellite series brings new challenges to the 10C. The INTELSAT V
series created a dynamic new cnvironment with frequent spacecraft
reconfigurations, and closer relations and coordination among spacecraft
operations evolved. INTELSAT V1 brought SS-TDMA, with the attendant respon-
sibility for maintaining the frequency corrections of the onboard T350. Intro-
duction of the next satellite type, INTELSAT K, will further increase the dynam-
ics of system operations. In addition to the current dynamic nature of providing
video services in a fixed, occasional-use capacity, INTELSAT K will add a new
dimension by allowing frequent spacecraft reconfigurations to provide broad-
casters with even greater flexibility. To meet the challenges ot the future,
INTELSAT has developed a highly integrated and flexible Operations Division
to assist earth station operators in establishing new technology services and
maintaining the high quality of existing services.
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Appendix A. Summary of Satellite Systems Operations
Guide Documents

The $50G documents contain essential information on all technical aspects
of operating in the INTELSAT system. The entire SSOG series is being reissued
in a set of self-contained modules that are aligned with the number scheme of
the 1SS documents described in Appendix B. The reissued $SOG does not
materially alter the content of the original §s0G documents, but updates the
material and presents it in better order.

The following is a brief description of the SSOG documents.

SSOG 100 Series: Introductory

100 Current Version Master File—A listing of the latest version of $$0G
modules.

101 Introduction and Document List—A brief introduction to the $50G
serics of documents, including cross-references to the IESS,
INTELSAT Service Manual, and International Telecommunication
Union (ITu) documents.

102 Glossary of Terms, Definitions, and Abbreviations

103 Satellite Operational Management, Coordination, and Control—
A description of how the INTELSAT system is managed, the ele-
ments involved in the process, and their relationships.

104 Formais for Ordering, Amending, and Reporting of Service

SSOG 200 Series: Verification and Approval of Earth Stations

200 Entry and Operation of Earth Stations into the INTELSAT System—
Procedures to bring an earth station into operation.
210 Earth Station Verification Test Procedures

SS06G 300 Sceries: Tes(, Lineup, and Maintenanece Procedures for
Modulation/Access Schemes

301 FDM/FM/FDMA

302 CFDM/FM/FDMA

303 QPSK/SCPC/FDMA

304  QPSK/SCPC/DAMA: SPADE
305 CEM/SCPC: VISTA

306 TV/EM

307 QPSK/TDMA: TDMA

308 QPSK/FDMA: IDR

309 QPSK/FDMA: IBS
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SS06G 100 Series: Supplementary Test, Lineup. and Maintenance
Procedures

403  Engineering Service Circuits: FSC

S806 500 Series: Lincup and Maintenance Proeedures for Baseband
Processing Equipment

501 Digital Circuit Multiplication Equipment: DCME
502 Frequency Division Multiplex Equipment: MUX

SSOG 600 Series: Transmission Plan Approval

A description of the formats to be used for submitting a lcased or purchased
transponder transmission plan for approval, with explanatory notes and
examples,

Appendix B. INTELSAT Earth Station Standards
Documents

The 1E8S documents provide earth station owners with 4 common reference
for performance characteristics required from the earth station and its associ-
ated equipment. These technical requirements ensure standard performance of
carth stations accessing the INTELSAT space scgment.

Dacuments which comprise the [Fss arc listed below.

Group Iz Introduciory

101 Introduction and Approved 16$S Document List

Group 2: Antenna and RF Equipment Charaecteristies

201 Standard A—Antenna and Wideband RF Performance Characteristics
of Earth Stations Having a G/T of 350 dB/K (6- and 4 GHz Fre-
quency Bands)

202 Siandard B—Antenna and Wideband RF Performance Characteristics
of Earth Stations Having a G/T of 31.7 dB/K (6- and 4-GHz Fre-
quency Bands)

203  Standard C—Antenna and Wideband RF Performance Characteristics
of Earth Stations Operating in the 14/11- and/or 14/12-GHz Fre-
gquency Bands
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205

206

Standard D—Antenna and Wideband RF Performance Characteristics
of Earth Stations for Low Density Services (VISTA) (6- and 4-GHz.
Frequency Bands)

Standard E— Antenna and Wideband rE Performance Characteristics
of Earth Stations Accessing the INTELSAT Space Segment (14 and
11/12 GHz}

Standard F-—Antenna and Wideband RF Performance Characteristics
of Earth Stations Accessing the INTELSAT Space Segment (6- and
4-GHz Frequency Bands)

Group 3: Modulation and Aceess Characteristies

301
302
303
304
305
306

37
308

309

Performance Characteristics for Frequency Division Multiplex/
Frequency Modulation (FDM/FM) Telephony Carriers

Performance Characteristics for Companded Frequency Division
Muttiplex/Frequency Modulation (CFDM/FM) Telephony Carriers
SCPC/OPSK and SCPC/PCM/QPSK Systemn Specification

SPADE System Speciftcation

scpe/crm Performance Characteristics for the INTELSAT VISTA
Service

Performance Characteristics for Television/Frequency Modulation
(1v/EM) Carriers and Associated Sound Program (FM Subcarrier)
INTELSAT TDMA/DS] System Specification

Performance Characteristics for Intermediate Data Rates (IDR) Digi-
tal Carriers

oprsk/FbMaA Performance Characteristics for International Business
Service (1BS)

Group 4: Supplementary

401

403
404
405
406
407

Performance Requirements for Intermodulation Products Transmit-
ted From INTELSAT Earth Stations (6- and 14-GHz Frequency
Bands)

Earth Station e.ir.p. Adjustment Factors to Account for Satellite
Antenna Pattern Advantage and Path Loss Differential With Eleva-
tion Angle (K1 and K2)

Engincering Service Circuits

(INTELSAT IV-A module no longer used)

INTELSAT v Satellite Characteristics

INTELSAT v-A Satellite Characteristics

INTELSAT V-A (1BS) Satellite Characteristics
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408 INTELSAT VI Satellite Characteristics

409 INTELSAT viII Satellite Characteristics

410 INTELSAT Space Segment Leased Transponder Definitions and
Associated Operating Conditions

411 Requirements for Earth Starions Accessing INTELSAT v Satellites
Operating in a Contingency Mode by Having Higher Than Nominal
Orbital Inclination

412 Earth Station Pointing Data

413 Requirements for Access to TDRS Satellites (Supplementary Earth
Station Characteristics, Leased Transponder Definitions, and Satel-
lite Characteristics)

Group 5: Baseband Processing

301 Digital Circuit Multiplication Equipment Specification 32-kbit/s
ADPCM With DSI

Group 6: Generic Earth Stadion Standards

600 Standard G—Performance Characteristics for Earth Stations Access.
ing the INTELSAT Space Segment for International Services Not
Covered by Other Earth Station Standards

602  Standard Z-—Performance Characteristics for Domestic Earth Sta-
tions Accessing the INTELSAT Leased Space Segment
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INTELSAT VI spacecraft operations
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Abstract

The INTELSAT Satellite Control Center (ISCC) is the tocal point for INTELSAT
satellite operations, This paper describes the organizational structure and responsibili-
ties of the ISCC and discusses its interaction with other sections of INTELSAT. A
survey of the INTELSAT VI data systems, as well as the overall communications
network being implemented in parallel with the deployment of INTELSAT VI satel-
lites, arc also presented. Of particular interest has been the introduction of
telecommanding capabihities in the ISCC, and their effect on overall operations. System
implementation approaches and issues are discussed and presented, with a summary of
Icssons learned.

Introduction

Concurrent with the addition of the INTELSAT VI satellite series, INTELSAT
is upgrading satellite opcrations resources to efficiently manage its growing
fleet of geostationary spacecraft. Emphasis has been placed on upgrading the
control facilities, earth stations, and ground network, and utilizing current
lechnology 1o increasc the levels of automation and data processing capabili-
ties within the satellite operations network. Major changes have included the
capability to share limited carth station resources among an increasing number
of spacecraft; conversion from an analog to a digital network for data trans-
mission; transition from a manual, distributed commanding approach to a
centralized, teleccommanding mode; and the introduction of enhanced data
processing systems. An ongoing challenge has been to make the transition to
the new capabilitics while fulfilling operational requirements and sustaining a
high level of activity.

431
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Satellite operations involve the interaction of procedures, personnel, the
network, and faciliies. The goal of the system is 1o maintain the INTELSAT
space segment at the operating level necessary to meet worldwide telecommu-
nications needs by ensuring spacecraft safety in a cost-eftective manncr.

Satellite operations network

INTELSAT is currently operating a fleet of 18 spacecraft. Seventecn are in
geostationary orbit (13 three-axis INTELSAT v/v-a’s and four spin-stabilized
INTELSAT VI's), and one (INTELSAT 603) is being maintained in low earth orbit
(1.EO), at the time this paper was finalized, awaiting the outcome of a NASA
Space Transportation System (§T5-49) Shuttle reboost mission scheduled for
the first half of 1992. To operate such a large fleet, INTELSAT maintains a
network consisting of the following clements:

« The INTELSAT Satellite Control Center (1sC¢), located at
INTELSAT Headquarters in Washington, D.C.

« Telemetry, tracking, command, and monitoring (TTC&M) carth stations
around the world.

« The INTELSAT Operations Center (10C) in Washington, D.C.

. A communications network to interconnect all facilities and processing
systems.

These elements, along with communications and spacecraft enginecring scctions
at INTELSAT Headquarters, suppott continuing satellite operations.

The 15CC is the focal point for monitoring and controlling the INTELSAT
spacecraft fleet. The 1SCC interacts continuously with the TTC&M earth sta-
tions and the 10C.

The TTC&M earth stations are responsible for maintaining data processing,
up-link, and down-link equipment on site and supporting spacecraft acquisi-
tion, commanding, ranging, and commuaications monitoring operations. As
of April 1991, the network of 1TC&M stations consisted of facilities at
Clarksburg, Maryland, USA; Paumalu, Hawaii, USA; Raisting, Germany;
Yamaguchi, Japan; Jatiluhur, Indonesia; Fucino, ltaly; and Tangua, Brazil.
These stations allow the ISCC Lo monitor and operate spacecratl in the Atlantic,
Pacific. and Indian Ocean regions. The long-term goal of INTELSAT is to
operate all spacecraft using a network of six sites. Yamaguchi, Jatiluhur, and
Tangua will be replaced by Perth, Australia, and Beijing, China. The planned
final configuration (Figure 1) is expected 1o be operational by the end of 1991.
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Figure 1. INTELSAT ISCC and TTC&M Sites

A detailed description of the design and operation of TTC&M earth stations is
provided in a4 companion paper by Skroban and Belanger [1].

To connect the TTC&M sites with the 1scc, INTELSAT relies on a net-
work of circuits that transfer data worldwide. INTELSAT is currently making
the transition from an analog leased-circuit network to the fully digital
International Business Service (188) network that utilizes internal resources to
provide primary and alternate paths from all sites. This new 185 network—the
Control Coordination Circuit (CCC) network—will be discussed later in this
paper.

The 10C contrals the traffic being carried in the INTELSAT space scgment
and performs associated duties such as monitoring the quality of service and
assisting users in using the network. The interactions between the 10C and the
ISCC are described in a later section, while a full description of the 10C is
contained in a companion paper by Wheeler [2].
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INTELSAT Satellite Control Cenler

The responsibilities of the 1SCC begin from the moment a spacecraft separates
from the launch vehicle, and end when a spacecratt is decommissioned. To
fulfill the various roles required during a spacecraft’s life cycle, the 1SCC is
divided into the following major arcas:

« Launch Control Center (LCC), where missions are initially conducted
and in-orbit testing of new spacecraft is performed.

+ Satellite Control Center {(SCC), where day-to-day operations are
conducted.

+ Management Observation Center (MOC), where INTELSAT manage-
ment can monitor operations as needed. The MOC is also used in
performing spacecraft maneuvers and other major operations, since it
provides isolation from ongoing eperations.

In conducling spacecraft operations, the 1SCC schedules network resources
to provide primary and redundant command, telemetry, and ranging coverage
of all spacecraft, with a margin to support contingencies and other events. The
18CC reviews all available resources (stations, antennas. command generators,
and processors) and operating requirements (ranging, commanding, tclemetry
monitoring, and maneuvers) and creates a plan that is then implemented
within the TTC&M network.

To satisly mission requirements and maintain spacecraft safcty, the 1SCC
provides and maintains command capability for all spacecraft in order to
support ad hoc scheduled, emergency, and/or maneuver commanding activitics.
Primary and backup telemetry coverage supports the monitoring of overall
spacecraft health and specific subsystems parameters, and alerts spacecraft
engineers when anomalics or emergencies occur. Network operations are
coordinated to support ongoing activities, including the rclease of TTC&M
antennas to support earth station performance testing, communications system
monitoring, and earth station equipment downtimes. Other network activities
such as launches and missions for both INTELSAT and outside customers, are
also supported. These include coordinating launch activities with routine space-
craft operations, relaying telemetry and ranging data, participating in launch
rehearsals, supporting spacecrafi deployment operations. in-orbit Lesting, and
spacecrafl relocations.

ISCC organization

To support spacecraft operations, the ISCC is organized into three groups:
Network Operations, Data Processing Systems Maintenance, and Network
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Systems and Support. The Network Operations group is mainly charged with
managing spacecraft operations in the 15CC, Its responsibilities include coordi-
nating operations activities involving the 15CC by scheduling support while
minimizing resource conflicts; supervising 1SCC technicians working on shifis;
serving as a point of contact for other INTELSAT groups that require support
from the 15CC; and preparing operational plans and network schedules in
support of launches and special operations. Network Operations also defines
and implements spacecraft coverage plans, using predefined resources to meet
operational requirements. The plans define primary and backup antennas for
telemetry coverage, commanding, emergency commanding, and ranging, along
with spacecraft maneuver schedules, special operational requirements and
guidelines, and test schedules.

The Data Processing Systems Maintenance group works with all the systems
currently operating in the 1sCC. Specific tasks include maintaining all data
processing systems in the 1SCC, including real-time and historical telemetry
processors; testing and installation of hardware and new soltware releases:
coordinating system maintenance activities with outside vendors and other
maintenance personnel: and maintaining 15CC hardware, including monitors,
printers, communications terminals, and strip charts. The group also conducts
circuit management and configuration activities to ensure the availability of
primary and secondary data paths between the (SCC and the earth stations.

The Network Systems and Support group represents the 1SCC in special and
upcoming projects by performing requircment studies and participating in
systemn design and analysis activities. It also defines and manages the training
and certification program for 1SCC personnel,

I8SCC interactions with other sections

To support ongoing operations, the ISCC ineracts with several sections
within INTELSAT. Figure 2 shows the relationship and interfaces between
the 1sCC and other areas, including the Flight Operations Section (FOS), the
Orbital Operations Scction (008), the 10, and the INTELSAT Ground Network
Projects group (GNP), The principal task of operating the spacecraft in orbit is
performed jointly with cngineers assigned to the INTELSAT Engineering
Division's FOS. The FOS provide the 1sCC with guidelines, procedures, and the
on-call support needed to conduct nominal and contingency operations and
perform spacecraft reconfigurations to meet traffic demands,

The ISCC also provides support to the 008, which has a continuing require-
ment for dual-station ranging of all spacecraft. Orbital data are used by the
00$ and the Astrodynamics Section for orbit determination and planning of
spacecralt maneuvers, This requirement is met by implementing a schedule
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Figure 2. Groups Supporting Spacecraft Operations

for routine ranging and by providing coordination Whe.ll additional ranging is
required. The TTC&M earth stations arc assigned s_pccmc spucr;crall, ranging
configurations (beacon ranging vs transponder ranging), a.nd a scheduled .111}1)1'6.
Ranging data are collected routinely during the day (as dlscussec{ by Skrot drT
and Belanger [1]) during the day and relayed thr()L}gh the 1sCC to the. (,).()s
mainframe processors for analysis. The 008 uscs this database 10 (.Iele'lmlne
orbits and to schedule stationkeeping maneuvers in order to maintain the
spacecraft in proper attitude and assigned orbital loc.:aFions. ‘ '

The 1SCC continually interacts with the 10C, providing resources for carrier
measurement activities and earth station verification testing. T.he 18CC releascs
the telemetry, tracking, and command (TT&C) anlenna:s under its f:ontrql to the
10C to support scheduled activities. It also works with the 10C to diagnose
communications anomalies or problems affecting network users.

The INTELSAT GNP interacts with the 1SCC routimely to deggn, devel.op,
install, and test new syslems in the network, based on operational require-
ments: These systems include data processing systems, har_dware at the earth
stations and 18CC, and applications software. The 1SCC provides resources and
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coordination for testing and installing hardware and software within the network
1o support GNP needs.

Two other groups within INTELSAT interact with the 1scc on a continuing
basis. The Spacecraft Engincering Department conducts spacecrafl requirements
and design efforts, as well as providing staffing support to the FOS for investi-
gating spacccraft anomalies and conducting launch operations. The Satcllite
Operations Automation Section concentrates on defining functional require-
meats and formally testing software systems used to support operations. This
group also maintains configuration management of software change requests
affecting systems in the 18Cc.

Detailed ISCC dugies

The 1SCC is statfed 24 hours a day by teams of four technicians per shift.
Personnel come from a variety of backgrounds, mostly in military telecommu-
nications. Operating guidelines are provided hy both the Network Operations
group and the FOS. The basic requirements are accomplished through the tasks
listed below,

COMMAND COVERAGE

Technicians ensure that command paths are available to all sateliites by
performing check commands and monitoring carth station resources, such as
command generators and antenna status. During contingencies, technicians
implement emergency commanding using backup stations and full-performance
1T&C antennas.

The 18CC also commands spacecraft in support of all maneuvers
(stationkeeping and drift), battery management (eclipse and battery recondi-
tioning), sensor management (avoidance of moon and sun interference), in-
orbit testing of newly launched spacecraft, and communications payload
reconfigurations (antenna stecring and repeater reconfiguration) {o support
traftic requirements,

TELEMETRY COVERAGE AND MONITORING

Technicians cnsure that prime and backup telemetry streams are provided
from all earth stations via predefined paths. This includes the monitoring of
communications equipment and circuits, and coordinatin g with common carriers
when maintenance or emergency work is performed outside of normal working
hours. The 1scC also coordinates the movement of TT&C antennas to provide
telemetry coverage as required; and further monitors a variety of telemetry
displays 1o determine the status of spacecraft subsystems.



438 COMSAT TECHNICAL REVIEW VOLUME 2] NUMBER 2, FALL. 1991

RANGING OPERATIONS

The 1SCC ensures that ranging requircments are met by the carth stulim_n by
reviewing summary repors provided by the system.-Thcsc reporis detail 1l}e
number of ranging frames collected by cach antenna in the network‘. The 18CC
also coordinates the weekly calibrations of the system and the transfer of tm.ck
and range data from the sites Lo the 00S. When the 00§ detects problems with
the data, the ISCC contacts stations to determine the source of the problcr_n and
schedules any support needed to verify and test the syste-m..The ISCC al:so
schedules support for 00S acceptance of new TT&C antennas in the network,

whenever required.

NETWORK MANAGEMENT

The 1SCC coordinates operations within the network in supp(?rl of ongoing
activities and special requests. The goal is to maintain spacecraft .covcrage l:?y
managing the antennas and equipment at the ea-rth stations. Typical laskrs.m
this area include the release and movement of antennas to s.upp.ort qual.uy
assurance testing of earth stations in the network, 'and coordmaungrmutl.ne
and contingency operations at the carth stations during such events as equip-
ment downtimes, outages, and hazardous conditions.

LAUNCH SUPPORT ACTIVITIES

15cC personnel perform a variety of roles during launch c.ar[.lpuign‘s ‘tn‘
ensure that the INTELSAT network is prepared 0 support a mission. Taik\s
include scheduling and conducting readiness testing (_Jf TTC&M stut'10ns prior
to launch, participating in launch rehearsals, assisting in data collcct_lt?n ac,tijvr
ties to support real-time decisionmaking by the _launch team, cxe;rmsmg carth
stations in such activities as spacecraft commanding and beacon §|gnal s.trength
measurement, and coordinating LEO spacecraft tracking. exercises using the
full-performance TT&C aniennas at appropriate earth stations.

COMPUTER SYSTEM MONITORING

All internal processors and related communications equipment z\md peerh-
erals are monitored by the 1SCC. Personnel are prepared to pertorm minor
troubleshooting of equipment or, if required, wiu corftact on—calli persor%ncl‘
Other system operator duties include executing tht0r1§al plots of sul?%;ysFe1rl.
data, performing telemetry data backups, and rebooting the processors as

needed.
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Satellite operations data processing systems and
nefwork

Satellite operations in the ISCC require the use of a variety of computer
systems that perform specific tasks in support of daily operations. All the
systems are interconnected through a network which supports the transmis-
sion of various types of data.

Control Coordination Circuit network

Currently, the ISCC is making a transition from an analog to a fully digital
network in order to meet growing requirements for data transmission between
the carth stations and the 1SCC. In the past, connections to the earth stations
were implemented through leased circuits, and operations depended on the
reliability of these analog circuits. With the advent of the INTELSAT Vi systems,
it was decided to design a new network (the CCC) that would utilize INTELSAT
resources to meet the increased requirements.

The goal of the CCC is to provide greater capacity, higher reliability, and
flexibility by providing communications channels to relay all types of data
(telemetry, asynchronous, and voice). The system is designed to allow eircuit
reconfiguration, including routing and type of traffic, to support operational
needs. The CCC relies primarily on 1BS connectivity over the INTELSAT
network for data transmission, with certain exceptions due to lack of network
connectivity, Each TTC&M earth station is configured with two small commu-
nications antennas to provide two redundant 1BS paths out of the station
through the INTELSAT space segment, with primary paths terminating at
INTELSAT’s Headquarters earth station, and secondary paths terminating at
the Clarksburg TTC&M earth station in Maryland.

Figure 3 shows the connectivity between the TTC&M carth stations and the
ISCC via spacecraft at the indicated orbital positions. Note the different 18S
paths originating at the sites, and how the different routes are used to ensure
redundancy. The goal is to have two paths from the stations over independent
routes, The paths shown as dotted lines and through other satellites are those
that cannot be supported by the INTELSAT network, since they require rout-
ing of data through spacecraft over North America.

Processor interconneetivity

The ccc provides the medium for interconnectivity between processors in
the 1SCC and the earth stations. The majority of processors in the 1SCC network
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arc Hewleti-Packard platforms (A900’s) and the HP DS-1000 network system
is used for interprocessor communications. Figure 4 shows the configuration
of DS-1000 links, including the connectivity of the two spacecraft processors
at the site and how these processors are linked to the 1sco. The node concen-
trator (NC) and the link processor (L) are processors which serve as gateways
from the earth station into the 18CC. The Communications and Control Proces-

sor (Ccp) and the Command and Coordination System (CCS) processor will be
described later.

DS-1000 LINK

INTELSAT V INTELSAT VI

SITE - .
ISCC
DS-1000 LINK DS-1000 LINK
NODE DS-1000 LINK LINK
CONCENTRATOR PROCESSOR
ETHERNET

COMMUNICATIONS

& CCMMAND
AT
CONTROL COORRINATION
PRCCESSOR

Figure 4. Configuration of DS-1000 Links

Satellite operations compuier Systems

The various tasks related to spacecrafl operations are accomplished through

the use of processors in the network. Scveral processors perform a variety of
tasks, while others have specific dutics. Figure 5 provides an overview of the
data processing nelwork. The three major network areas are as follows:

* INTELSAT VI Datu Systems, which process spacecraft telemetry and

provide for gencral functions such as data printouts, historical data
plots, and telemetry video displays.
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* Command and Coordination System, which provides commanding
capability for INTELSAT v and VI spacecraft.

* INTELSAT V Dara Systems, which process telemetry data for the
INTELSAT v satellite series.
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All of the systems shown in Figure 5 are contained in the 1Scc. Data from
the TTC&M earth stations cnter the system through the CCC network. Telemetry
15 then routed to processors for parameter checking, with INTELSAT VI data
going to the bit frame synchronizer (BFS) for relay to the telemetry proces-
sor (TP), while INTELSAT V dala are routed to the general processors (GPs).
INTELSAT VI telemetry data are then relayed from the TP to the SCC local area
network (LAN), where the data can be accessed by the other systems for
display or monitoring. Other system data, such as processor messages and

network events, are also received through the ccc and routed to the link
processor for distribution to other processors,

INTELSAT VI

GANDALF
SECURITY
ACCESS

INTELSAT VI DATA SYSTLEMS

The INTELSAT VI systems design used a modular approach to meet ail the

processing requirements. The system architecture also allows for integration
of the INTELSAT V systems.

hieved through the CCC.

The INTELSAT Vi system introduced the concept of using a central processor
for overall coordination of supporting processors. The main processor, located
in the 18CC, is the ¢cP, which primarily coordinates the activities between
other processors and network equipment. Tt also performs the following tasks:

+ Control of the interprocessor DS-1000 network, including monitoring

and controlling network device status, file distribution, and synchro-
nizing time in the network.

Fieure 5. INTELSAT V/VI TTC&M Data Processing Nerwork
igure 5.

= Generation and control {(using the display processors) of INTELSAT VI
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| o - o B and the capability Lo distribute the limits to the carth stations.
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E ------ v %8 used to route the data, and spectfying the spacecraft associated with
(é £ g these channels.
&




B e it R T T el L

444 COMSAT TECHNICAL REVIEW VOIUME 21 NUMBER 2, FALL 1991

« Management of the power menitoring system for the INTELSAT VI
spacceraft by providing functions to specify power system constants
for monitoring and generating commands to support eclipse operations.

 Providing event and alarm functions for the network by generating
alarms as needed for controllers to react, generating an ongoing events
printout, and maintaining a log of events and alarms for later retrieval.

Several other processors are used by the CCP to support INTELSAT VI opera-
tions. Display processors, controlled by the €Cp, generate the INTELSAT VI
displays and control the mechanical and video strip charts. Link processors
receive incoming network status messages and events from the sites for rout-
ing to the appropriate monitoring and logging systems. These processors are
used to implement a wide area network (WAN), thus connecting the ISCC 1LAN
to all of the earth station systems. Telemetry processors process INTELSAT VI
telemetry against the limits or boundaries provided. Incoming telemetry is
synchronized and checked, and alarms are generated as required for other
systems use. Historical recording processors (HRPs) are used to store telemetry
data for future studies and analyses. The system provides for the plotting of
data in a variety of formats and the retrieval of data from tape storage.

Earth stations are also equipped with a dedicated INTELSAT VI processor
which provides for commanding of INTELSAT VI spacecraft assigned to the
site, event and alarm processing, and telemelry processing.

A planned future addition is the Alarm and Control Consolidation Systcm
(ACC). The AccC will be deployed in engineering workstations and will provide
alarm and event consolidation and expert system shells to aid in diagnosing
network problems and to offer alternative courses of action. 1SCC personnel
will use this system to monitor earth station resources and local resources, and
to connect to the different processors on site, thus eliminating the need for
dedicated terminals. Additional expert systems will later be incorporated to
facilitate satellite operations management.

COMMAND AND COORDINATION SYSFIIM

Spacecraft commanding activities for both the INTELSAT V and VI space-
craft are controlled through the €Cs processor, which interacts with software
at the sites to provide controllers with the capability to perform several critical
operations.

Real-time telecommanding of spacecraft through man-machine interfaces
allows controllers to control command generalors at the site without the
assistance of earth station personnel,
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Command queue managemeni provides functions for approving command
queues (files containing groups of commands and parameters fo; exccution)
generated by spacecraft engineers, scheduling queues for execution, and pro-
viding the means to execute queucs as required. 1

Activity timeline management includes resource checking in support of
commanding activities, as well as conflict identification and resolution.

Autonomous commanding management is also available at all sites, The
autonompus commanding system (ACS) is designed 1o react to specific
spgcccraf[—relalsd situations and send commands to place the spacecraft in a
safe mode. Sample situations include Ku-band traveling wave tube amplitier
('I‘W:TA) shut-off, L-band power amplifier shut-olf, and uncommanded space-
craft attitude changes caused by events such as electrostatic discharges in the
attitude determination and control subsystemn {ADCs). The ACS is loaded with
bﬂ:ﬂeline parameters and is designed to detect changes and exccule the appro-
priate commands autonomously, responding much faster than a human con-
tl‘ol!er to minimize the effect on the spacecraft. The Acs places the space-
c‘raft in a safe mode (thrusters off) which allows enginecrs to analyze the
situation and prepare an effective plan for returning the spacecraft to normal
operation. The ¢cs allows controllers to activate this system for cach
INTELSAT V spacecraft at all carth stations. Currently there is no similar
s;ystem for the INTELSAT vi spacecraft. The €CS also supports resource identi-
fication and management, which allows controllers to identify the up-link and
down-link resources at each earth station and allocate them ameng the space-
craft in the fleet.

INTELSAT V DATA SYSTEMS

Thc INTELSAT Vv spacecraft are supported by processors both at the earth
stations and at the 18CC. The processor at the earth stations provides for
comn_ﬂanding and telemetry processing for INTELSAT V spacecraft, and for
ranging of INTELSAT V and V1 spacecralt assigned to the site. The INTELSAT V
general processors at the 1SCC are used for telemetry processing, event and
alarm reporting and control, command processing and verification, and dis-
play and report generation.

The 1SCC also has three INTELSAT V ADCS processors which process space-
cralt attitude data and generate reports and plots. These ADCS processors also
collect track and range data for the stations and provide the interface for
preparing data prior (o transmission (o the 00S processors.

INTELSAT V historical data are stored in the HRps, which use VAX platforms.
The INTELSAT v HRPS contain several databases of telemetry, commands, and
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solar array current. Users have the option of plotling and displaying storcd
data in a variety of formats, and can access data on both disk and tape.

The combination of the CCC, the INTELSAT v and Vi systems, and the CCS
provides the 1SCC with the tools for managing the entire INTELSAT space
segment. However, this new mode of operation has placed the 15CC in a period
of operational transition which will still be ongoing in late 1991,

Operational scenarios

The ISCC systems, network, and personnel described above—and their
interactions—provide INTELSAT with the resources to support spacecrafll
operations. This section discusses activities and sample scenarios which
demonstrate how the system functions overall to manage INTELSAT s space
segment.

Operational activities

INTELSAT spacecraft operations activities range from routine command-
ing to spacecraft maneuvers and relocations. Spaceeraft maneuvers inclgde
Jaunch transfer orbit, stationkeeping, and relocation maneavers. Stationkeeping
maneuvers are performed routinely to maintain a spacecrall within its assigned
location and to euse tracking by user antennas. Both orbit planc inclination
(north/south) and orbit phase delta velocity {cast/west) maneuvers arc perfonncc‘l
by the 1sCC. Drift maneuvers are performed as needed to support spacecraft
relocation. These may include drift start, drift stop, and trim mancuvers.
During launch operations, transfer orbit maneuvers are also performed by the
15CC to place the spacecraft in its proper geostaiionary orbit.

Communications reconfigurations are conducted to support traffic require-
ments, and include reconfiguration of spacecraft repeaters, steering of Ku-band
spot beam antennas to address changing traffic demands, and loading and
activation of beam-switching plans in support of satellite-switched time-
division multiple access (S8-TDMA) operations on INTELSAT V. This work 18
performed in conjunction with the 10C and FOS.

Battery management operations are carricd out during reconditioning and
eclipse periods. Eclipsc operations are conducted during two periods each
year, for 45 days, centered around the vernal and autumnal cquinoxes. During
eclipses, the spacecraft depends on the on-board batteries for pawer, rather
than the solar arrays. Activities include placing batteries in high charge after
eclipse periods and turning high charge off when required. Battery recondi-
tioning is performed prior to eclipse scason and involves discharging and
recharging the batteries to ensure proper operation and extend battery liletime.
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Spaceerall maneuver scenarie

An INTELSAT V maneuver scenario will be described to demonstrate how
the various systems, individuals, and facilities work together to carry out such
an activity. The sample spacecraft for this scenario will be INTELSAT 605,
located at 335.5°E longitude and serving the Atlantic Ocean Region. $S-TDMA
is currently operating in a position for which precise orbit infermation is
necessary to ensure that traftic terminals are acquired by the 8s-TbMA network
without loss of traffic.

Earth stations continuously send telemetry data to the ISCC through the
CCC. These data arc checked at the stations (INTELSAT V processor) and at the
ISCC (lelemctry processor) to ensure their validity. The Fucine and Tangua
TIC&M earth stations have been assigned as prime and backup stations and
collect INTELSAT 603 spacecraft ranging data on a routine hasis, These data
are stored at the site’s INTELSAT V processor before being retrieved by the 1sce
(using the INTELSAT v ADCS processors) via the HP DS-1000 links supported
in the CCC. At the 1SCC, data from all stations are forwarded lo 008 processors
for analysis. The 00s reviews the track and range data and plans stationkeeping
maneuvers to maintain the spacecraft in its assigned location, Onee it has been
determined that a maneuver is needed, the 00S prepares a maneuver message
which is provided Lo the FOS$ for execution.

The 1708 spacecraft engineers use the data from the 0OS to create a “command
instruction.” The instruction requirements are entered into a PC application
which creates an electronic command gueue. This file is then used by the CCs
for telecommanding the spacecraft. Once the queue has been clectronically
approved by the FOS, it is transferred via the LAN to the 1sCC. Upon receipt of
the queue, an approval and scheduling cycle begins in the 1sCC. Using the €cs,
the queue iy electronically approved by ISCC operations personnel, inserted
into the electronic activity timeline, and sent to both the prime and backup
commanding sites (Fucino and Tangua). The activity timeline contains all the
computer-ussisted telecommanding activities in the network, such as automatic
ranging and spacecralt commanding events.

Prior to the maneuver, the 18CC configures local systems to support this
activity. The required strip charts and telemeltry displays are requested through
the CCP system and generated by the display processors; communications
palches are established between the prime and backup commanding stations;
and command up-link checks are performed. To ensure commanding, the
backup site is configured for manual commanding (voice and earth station
operatar intervention), and the primary site is configured for telecommanding.

A few minutes prior to the mancuver, the CCS sends an alarm to the CCP 1o
highlight the upcoming activity. In the MOC arca, two 1SCC dechnicians (the
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Maneuver Coordinator and Assistant Maneuver Coordinator} await the
scheduled start time of the maneuver. Maneuvers usually involve the
configuration and loading of parameters on the spacecraft, firing thrusters and
performing the required maneuver, and restoring the spacecraft to normal
configuration. The 1SCC technicians use the CCS (o retricve the command
queue and execute the commands remotely with Fucino, as directed by the
FOs engineer. During this time, the earth station technicians at both sites
observe the telemetry displays and follow the progress of the maneuver by
using the command queue listing. If any problems occur, the 15CC technician
switches to the backup site for commanding and continues activities by in-
structing the earth station technician to manually enter, transmit, and execute
commands using the command generator at the site.

Once the mancuver is completed, the 1SCC technician releases the stations
back to normal operation and performs a series of post-maneuver activities.
Maneuver reports gencrated by the INTELSAT VI HRes are filed, and copies are
forwarded 1o the 00s for analysis. These reports contain performance data
from the maneuver which are used to determine thruster performance and fuel
utilization. The technician takes steps to ensure that the earth stations continue
ranging on the spacecrafl in order to obtain post-maneuver orbit data and
verify the new orbit. Ranging activities can be verified by observing the CCs
activity timeline. The 008 and 10C are notified of completion of the maneuver.
The 10C in turn notifies customer earth stations to utilize the post-maneuver
pointing data provided by the 00s. Finally, the 1SCC is returned to normal
configuration by deactivating displays and strip charts using the CCP system,

This scenario demonstrates how almost every element in the operations
network is used in support of a maneuver, and that an overall team effort is
cssential for maintaining the INTELSAT fleet.

Current operational transition period

Development of the CCS and INTELSAT VI sysicms provided a new set of
automated tools for performing spacecrafl operations, The main task was then
to implement these systems while maintaining a consistent level of operation.

Distributed and manual command and control approach

In the past, the 1CC and earth stations operated in a distributed manner,
that is, the 15CC coordinated overall network activities, while the earth stations
managed local resources at their sites. Commands were relayed via voice lines
from the ISCC to the carth station technicians, who entered and transmiticd
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them to the spacecraft. Commands were then executed at the 15CC"s direction.
Spa(“:ef;raft commanding was directly related to the earth station technician’s
proficiency in manually commanding the spacecraft, using the command gen-
erators at the site.

Operation activities required frequent interaction between the 18CC and the
TTC&M earth stations. Communications between both areas addressed such
ac_uvmes as time checks, relaying special ranging requircments, and checking
of data and voice links. Such interactions were affected by (he earth station
technician's ability to understand the problem and relay information to the
ISCC. At times, language barriers between technicians from different countries
affecled communications between the ISCC and the earth stations. In addition
the 18CC was limited in its ability to monitor activities al these earth stationsj
Usually, the only source of information was the earth station technician’s
status reports.

With an increase in the number and complexity of spacceraft expected in
the INTELSAT satellite fleet, a new operations approach was needed to cope
with the anticipated volume of operations and make efficient use of network
and satellite operations resources.

New operations approach

Thfj‘ INTELSAT vi program provided the opportunily to implement a new
f)peranons approach utilizing the new systems and capabilities being developed
in support of that spacecraft series. Several new or expanded capabilities were
expected Lo have a significant impact on satellite operations.

A spacceeraft telecommanding capability would allow 1SCC technicians 10
use a man-machine interface to transmit and execute commands remotely
from the 1sCC, with little or no intervention by earth station technicians. Also
thc_: ISCC would be capable of allocating defined carth station resources as’.
primary or secondary for a spacecraft, and earth station equipment {e.g.,
cqmmand generators) could be shared between several spacecraft, instead of
using spacecraft-dedicated resources.

Earth station activity would be monitored via sutomated timelines, which
would provide the 15CC with overall and specific summaries of commanding
and ranging activities for the network or specific sites. Network management
would be accomplished through master computer nodes in the 1SCC, in order
to coordinate activitics and ensure network availability to support operations.
lmpr(?\'ﬂd, menu-drivent computer systems would also significantly affect
satellite operations.
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Sysiem implemen(aiion issues

As new capabilities were delivered, the 1SCC staff was called upon to defline
the best method for implementing the new procedures without affecting day-
to-day operations. For example, it was necessary to determine \ivhich of the
new system capabilities would be used 1o support normal operations such as
stationkeeping maneuvers, battery management. and telemetry monitoring.
Network and earth station resources had to be effectively monitored without
adding excessively to the workload of the 18CC technicians. ‘

A combination of displays and system resources was usced to provide
technicians with overall network status, while reducing their response time
during contingencies. New approaches and procedures were developed fpr
recovering {rom outages, system failures, and other contingencies, while
minimizing the effect of such events on spacecraft operations.

It was also necessary to maintain earth station awareness ol operations, in
an environment designed to reduce interaction between the 1SCC and earth
station personnel. An effective training program was designed so that 15CC
personnel could quickly enhance technician proficiency on new §yslems and
procedures. The increase in system automation (through the use of pmccsso.rs)
had to be monitored by the technicians. who in many cases needed to raise
their levels of computer literacy to assist in recovery operations as necessary.

Gradual sysiem implementadion into operations

System capabilities were introduced gradually to provide 1SCC tcchnici‘ans
with the opportunity (o become proficient with basic system capabilities before
additional features were implemented. Some of these capabilities significantly
altered the operational environment in the 1SCC, as described below.

TELECOMMANDING

This capability has greatly aflected ISCC operations. Spacecraft commanding
has become more efficient; however, this complex capability has also increased
the need to maintain manual proficiency at the earth stations. Consequel}tly,
weekly manual commanding sessions will be performed with the carth stations
1o exercise the various command generator operating modes.

The ability to command spacecraft by using command queues has meant
that 1ScC technicians have had to familiarize themselves with the various
modes available (e.g., automatic execution vs supervised execution) and with
the number of variable parameters that can be set for use during commanding
activities. Telecommanding has also changed the interactions between the
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ISCC and the carth stations, since the mujority of contacts now entail assisting
ISCC personnel in troubleshooting problems in the network.

RESOURCE ALLOCATION FUNCTIONS

The capability to allocate resources to individual spacecraft, or groups of
spacecraft, has provided the 1SCC with an increased role in network operations,
In the past, 1SCC technicians depended on TTC&M earth station personnel to
allocate equipment and resources at the site. In this new erd, stations provide
equipment configuration data which 1scc personnel input into the processing
systems. Resource allocation is then performed electronically for all space-
craft, and the resulting sct contiguration is monitored by ISCC systems and
personnel. Such activities have increased the 1SCC technicians’ awareness of
carth station equipment and capabilities, but have also added the real-time
monitoring of carth station resources to the list of daily tasks in the ISCC.

ACTIVITY TIMELINES

The new systems have provided the 1SCC with timelines containing com-
manding and ranging activitics. These timelines are assisting personne! in
ilentifying periods of high activity and resource conflicts within the network,
Various levels of timelines have been provided, from general overviews to
detailed site-specific listings. The timelines are also used to verify ranging
activities at the earth stations. 1SCC technicians can list the ranging schedule
for a station and verify that ranging is being performed at the required times
and collection rates.

NETWORK MANAGEMENT

Duc to the centralized approach implemented in the new systems, failures
in the 1SCC are mote critical than they were in the past. Even though it is still
possible to operate locally at the earth stations, an increasing number of
operations are controlled remotely from the 1SCC. Consequently, all necessary
resources must be available on short notice (o recover from outages and
contingencies and resume normal spacecraft operations, ISCC technicians are
in the process of gaining additional experience with network operations in
order to quickly evaluate situations and respond efficiently,

ENHANCED COMPUTER SYSTEMS

The new computer systems are largely menu-driven, which is a change
from previous systems in which operattons where program-oriented. Instead
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of executing single programs as nceded, techniciuns now are provided with
menus and programmed function keys to access the available system features,
Even though some menus have several layers, the overall consensus has been
that these new systems are providing a more user-friendly environment.

IMPLEMENTATION APPROACH FOR ISCC PERSONNLEL

A number of steps were taken to ease the transition to the new centralized
mode of operation. A major focus has been on training personnel and defining
operating procedures. Initially, technicians attended seminars that introduced
them to the new operational concept and capabilities. These seminars provided
theory and preliminary information to prepare controllers for the upcoming
mode of operation. Additional training sessions were scheduled prior to system
implementation in the 15CC. These sessions, usually provided by software and
hardware engineers, involved training in basic system operations so that
technicians would be capable of performing an initial sct of basic tasks after
system installation.

After system implementation, 1SCC technicians initiated a collection of
informal procedurcs based on their increasing knowledge base and operating
requirements. These procedures in turn served as the baseline for development
of formal operating procedures. After the system had been in operation for a
period of time, major functional areas were identified and work commenced
on preducing formal procedures. Based on technicians suggestions, the bf.:st
approaches for completing tasks were documented and provided to the entue
isCC. This process is ongoing as new requircments are introduced and system
capabilities arc enhanced.

Conclusions

Although a large portion of INTELSAT's new satellite operations and
monitoring system has been installed, the ISCC is still in a peried of transition.
Telecommanding is a major area in which operating questions will continuc to
arise. While a large number of capabilities have been implemented, the system
is not yet operational, and further issues will be raiscd as users become more
familiar with the system and as additional features are introduced. Therefore,
a major concern is the identification of contingency procedures Lo be used
during commanding operations, in order w0 quickly recover from network
outages and cquipment failures. The 1SCC is in the process of defining operat-
ing guidelines to accomplish this objective.

Resource and activity management have increased the workload placed on
technicians. In addition to monitoring the INTELSAT spacecratt tleet, techni-
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cians also must monitor earth station resources, additional computer systems,
and electronic timelines. The number of video displays that technicians are
required to monitor has increased to the point that additional resources, in the
form of staffing or expert systems, will be necded to adequately monitor all
operations.

The process of transition has taught satellite operations personnel a number
of lessons. In the future, betler assessments must be made of how such new
systems will affect workload, in order to adequately prepare for operational
implementation. The complexity of many of the newly provided capabilities
has increased technician workload, rather than reducing it. For example, over-
all network monitoring now involves from six to seven displays generated by
two systems (CCS and CCP), as compared to two displays in previous operating
modes. Additional integration analysis during system design, using realistic
operational scenarios, can help idenlify implementation issues and redundant
capabilities.

An effort should also be made to antomate routine tasks, such as generating
reports and telemetry plots. Some of these tasks are still being performed by
technicians, rather than being generated automatically by the systems. Shifting
more of these tasks o the automated systems would free 1SCC personnel for
other more critical tasks.

The introduction of expert systems and other advanced tools must be
planncd and implemented to reduce the workload in the 15CC and assist in
contingency operations. Complex new networks and systems require state-of-
the-art tools to assist in diagnosing problems. Currently, 1SCC personnel re-
spond Lo system alarms for which they must first assess the situation and
then determine a course of action. The addition of expert systems would help
lo reduce reaction times and provide for faster recovery from equipment
and system outages. Work on cxpert systems is currently under way al
INTELSAT, especially in the areas of resource and spacecraft monitoring.

A set of contingency operations must be clearly defined to prepare for
worst-case scenarios. The number of failure scenarios has increased, due to
the complexity of the INTELSAT system, and efforts are being made (o
define a realistic set and prepare for such contingencies.

The 18CC is still in a period of transition to a new mode of operations.
Efforts to ease thc implementation of new systems continue to minimize
adverse ellects on the network. By centralizing operations, the 13CC has under-
taken a more significant role in day to day activities. 1SCC technicians, rather
than instructing earth station personnel to perform tasks, are now directly
commanding spacecraft from the 1SCC and allocating resources located
thousands of miles away. 1SCC personnel are now becoming familiar with
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earth station operations, as they perform tasks that once were assigned (o the
sites. The 1scC will continue to provide INTELSAT with high-quality support
in mecting new gouls and maintaining resources into the 21st century.
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Abstract

The methodology and results for a multilingual evaluation of source encoding
algorithms operating at 16 kbit/s are presented. The evaluation was conducted in threc
languages {English, French, and Mandarin), using listener opinion subjective assess-
ments to determine whether “toll-quality” performance is possible at 16 kbit/s. The
study demonstrated that toll-quality voice is indeed possible at 16 kbit/s, and that
several of the methods evaluated are more robust under high bit error conditions than
either 32- or 64-kbit/s encoding. Thus, 16-kbit/s voice coding technology is currently
suitable for many applications within the public-switched telcphone network, including
the next generation of digital circuit multiplication equipment, and integrated scrvices
digital network videotelephony.

Introduction

Interest in low-rate digital voice coding is not new; however, the realization
that toll-quality voice may be achievable using source encoding systems oper-
ating in the 16-kbit/s transmission range is recent. For example, a number of
organizations and standards bodies have initiated approval processes for the
introduction of low-rate digital encoding at 16 kbit/s in open and private
networks. Most notably, the International Telegraphy and Telephony
Consultative Committee (CCITT) has begun a standardization process that is
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expected to lead to approval of a 16-kbit/s voice e.nco‘ding st.an.dard for wi.de
application in 1992, including use in special applications within the public-
switched telephone network (PSTN). _

In this paper, a methodology is developed for the multilingual -performan_ce
evaluation of algorithms, or codecs, operating at or near o 16-kbit/s transmis-
sion rate. The results of a subjective evaluation based on this methodology are
also presented. The evaluation was conducted using cight codtl:cs, operi?t‘ing in
the 64- to 13.2-kbit/s transmission range, which were evaluated in thrcm_t dlffe}‘ent
languages: English, French, and Mandarin. The codecs included the following:

» (Code-excited linear prediction (CELP)
+ Adaptive transform coding (ATC)
« Continuously varying slope delta modulation (CVSD)
 Adaptive predictive coding with transform domain quantization
(APC-TQ)
» Vector adaptive predictive coding (V-APC)
« Regular excited linear predictive coding (RELP)
« CCITT Recommendation G.721 adaptive differential pulse-code modu-
lation (ADPCM})
« CCITT Rec. G.711 pulse-code modulation (PCM).
The key features of cach codec are summarized in Table 1. o
The performance of the above codecs, in a variety.of applications, was
assessed by atiempting to determine whether there are distinct anFi Sppstantlal
differences in voice quality between difterent types of codecs, and, if differences

TABLE 1. CHARACTERISTICS OF THE CODECS EVALUATED

CODEC REFERENCE

CHARACTERISTIC A B C D E F G H

Algorithm Type or CCELP ATC CVSD APC-TQ V-APC RELP PCM  ADPCM
Coding Method

Gross Transmission 16 16 16 16 16 13 64 32
Rate (kbit/s)
Net Transmission 16 15.5 16 16 16 13 o4 32
Rate (kbit/s)
Error Protection No Yes No No No No No No
Frame Length, if 0.625 15 - 20 10 20 - -

applicable (ms)
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do exist, whether they are amplified, maintained, or eliminated with different
languages and vnder varying channel impairment conditions.

In the following sections, the subjective assessment methodology is
developed and the results of the multilingual evaluations are presented. Subse-
quently, gencral conclusions are drawn regarding the quality of the systems
and type of technology evaluated. An objective measurement methodology
and associated performance data for these eight codecs, with nonvoice signals,
are given in References | and 2.

Subjective assessment methodology

The subjective asscssments were conducted in English, French, and
Mandarin, using eight talkers (four male and four female) in each language.
The tests were designed to be administered as replicated Latin squares and to
assess codec performance at different voice input levels and digital channel bit
error conditions. Upon conclusion of the tests, analysis-of-variance techniques
were used to determine the cffect of various factors (such as talker dependcnce)
on each codec’s performance.

Overall subjective design concepts

Since the primary objective of these evaluations was to determine whether
16-kbit/s voice coding technology was capable of providing toll quality, it was
assumed that most of the codecs to be evaluated would provide near-telephony-
grade subjective performance. This alleviated concerns with regard to potential
difficulties in communication and allowed the subjective assessment approach
to be tailored to the quantification of cach codec’s transmission quality.

An experimental design was adopted in which each codec/condition com-
bination was assessed using a transmission quality scale, by means of absolute
category ratings (ACR) tests [2]. This scale was obtained using five-point mean
opinion score (MOS) ratings, which were derived by soliciting listeners’ opin-
ions with regard to their perception of circuit quality, expressed as an excel-
lent, good, fair. poor, or bad rating. These ratings were subsequently mapped
isomorphically to a (3, 4, 3, 2, 1) numerical scale, with 5 corresponding to
excellent and 1 1o bad.,

Test conditions

The experimental design, developed based on a replicated 8§ % 8 Latin
square, was selected to permit the evaluation of codec reference and codec Lest
conditions, as well as to allow their mapping to a modulated noise reference
unit (MNRU) framework [3],[4]. The design also permitted the performance of
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each low-rate codec o be compared, through subsequent analysis, with that of
a predesignated control coding method (Rec. G.721 ADPCM). Furthermore, a
number of relative performance assessments could be conveniently expressed
with high accuracy [3].

Table 2 summarizes the conditions assessed. It can be seen that the Rec.
G.721 ADPCM codec was subjected to the same circuit conditions as the low-
rate codecs, thus enabling the comparative performance objective to be pursued.

Having qualitatively outlined the conditions which were to be included as
part of the test, it was then possible to proceed and define the specific structure
of the codec and condition combinations that were actually assessed. These
conditions are summarized in Table 3. Conditions marked with an asterisk are
indicative of muitiple codecs. Thus, condition |.1a refers to codec a in condition
[.1, condition 1.2¢ refers to codec ¢ in condition 1.2, and so forth. Codec A
was always defined to be the 32-kbit/s Rec. G.721 ADPCM codec, which was
used as a statistical control. In this manner, each condition 1.1 to 1.4 corresponds
to eight separate coding methods, yielding a total of 40 conditions for evaluation.

Experiment design

Once the test and reference conditions had been defined, eight presentation
blocks were constructed (denoted by capital Latin letters A through H), with
each block containing a complete set of the 40 codec/condition combinations
listed in Table 3. In this arrangement, any given codec/condition combination
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TABLE 3. DLFINITION OF THEST AND REFERENCE CONDITIONS

CONDITION NO. CODEC EMPLOYLED BER COMMENTS
1.1# a-h No errory -25dBmOL
1.2% ah [ 25 dBmOL
1.3 pr 103 -25 dBmdIL
|.4% a—i No errors -15 dBmOL
1.5 MNRU - 6 dBQ
1.6 MNRL - 12dBQ
17 MNRU - I8 dBQ
1.8 MNRU - 24 dBQ
1.9 MNRU - 30dBQ
110 MNRU - 36 dBQ
1.1t Direct - Unprocessed speech

samples
1.12 Source -

Source speech samples

TABLE 2. SUMMARY OF TEST AND REFERENCE CONDITIONS

CONIDITIONS NO. COMMENTS
Codec Factors
Input Levels 2 15 and 25 dB below sinusoidal overload {dBmUL)
Listening Levels 1 Preferred at -25 dBmOL. -15 dBpa a1 the ear
Talkers 8 4 male and 4 female
Languages 3 Englisk, French, und Mandarin
SN 1 Betler than 30-dB S/ for both codec input levels
BER 3 No errors, 1074, and 10°3
Low-Rate Voice Codecs 6 Five 16 kbit/s and one 13.2 kbit/s
Reference Connections
Direct 1 Source speech samples
MNRU 6, 12, 18,24, 30, 36 dBQ
64-kbitfs PCM (G711 Same conditions as voice codecs

32-kbit's ADPCM (G721}

Same conditions as voice codecs

appeared _only once in each block, and every codec/condition combination
appeared in any given block spoken by a different talker. A section of this
blocked arrangement listing is given in Table 4. |

‘Thc blocks were then arranged in the form of an § X § Latin square
(Figure 1.). with listeners/listening sessions forming the rows, and the order of
prc$enlat1()n torming the columns. This design allowed the blocking of two
variables: listeners and order of presentation. This was desirable, since it is
known thfﬂ a listener’s response may substantially affect the absolute value of
the quantitative opinions expressed and thus, by blocking this variation, treat-
rpent effects could be assessed with higher sensitivity. This is becz’mse a
listener’s response is likely to have a consistent effect on all conditions a

TABLE 4. EXAMPLE OF PARTIAL BLOCK COMPOSITION

BLOCK A BLOCK 13 BLOCK C e BLOCK H
CONDITION TALKER CONDITION TALKER  CONDITION TALKER CONDITION TALKTR
i.la MI 1.1a <1 I la M2 LR I.1a F4
I.1h El I.1b M2 I.1b F2 AR I.1h Ml
1.1e M2 Lic F2 1.lc M3 ree l.le K1
(ete.)
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ORDER OF BLOCK PRESENTATION
1 2 3 4 5 6 7 8

1[A B C D E F G H

LISTENER/SESSICN NUMBER

Figure |. Latin Square Layout

listener is evaluating (i.e.. all conditions under assessment by a listener may
be biased by the same amount, since a listener’s opinion will be skewed by 4
preconceived notion of communications link quality). Fu‘rthermore, the €x-
perimental design contained eight presentation ranclomizauops, thus reducmg
the impact of presentation order in the assessment process. Finally, the defslgn
allowed direct comparison of a specific codec’s talker dependence ulnd, tfor a
given session, allowed each of the gight codecs to be Compare.:d against Gf.lCh
other so that differences in performance could be quantified using appropriate
analysis-of-variance methods.

Sample size

An additional issuc that was addressed in the experimenial design was the
expected variance of the means (and indirectly the number .of degrcc.s of
freedom of each circuit condition error) that was needed Lo obtain MOSS w1th a
0.2-point accuracy. Based on previous listener opinion experiments efnplm‘fmg
MNRU conditions, a sample variance of 0.7 of an MOS point was ohtameq for a
20-dBQ condition. This sample variance estimate, which is represcnlative of
mid-range voice quality, was used as a basis for estimating the s_ample size {(or
number of listeners) that weuld be required in order to attain the desired
accuracy for the population means.
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Since cach circuit condition was included in every Latin square block
(employing a different talker), and each Latin square contains a total of 64
blocks, it can be seen that each condition received 64 votes for every com-
pleted Latin square (eight listeners). As a result, the estimated MOS accuracy
of the means, at a 93-percent level of confidence, Tor the mid-range of voice
quality is equal to

1.96 Vsithd X R 1) (1)

where s is the sample variance (0.7) and R is the number of Latin square
replicates. From the above formula, it was determined that the accuracy
objective could easily be met with two Latin square replications (16 listeners).

In practice, at lcast 24 listeners were used in each language. and subsequent
data analysis revealed that the measured population errors were within 10 per-
cent of the errors estimated using the above process.

Listener (raining

Listener training was divided into two parts. First, training was given with
regard to the type of test to be undertaken. This training was intentionatly
limited, and only information that was essential to the listeners’ understanding
of the tasks expected of them as participants in the test was conveyed. In
particular, the listeners were not told what was being evaluated, what specific
characteristics of the coding techniques they should pay attention to or evaluate,
or any other information that might have biased the test results. To further
ensure that all subjects received the same Lype of training, instructions regarding
the task about to be undertaken were recorded and played back in exactly the
same way for each batch of listeners. Although both the instructions and the
rating scales were expressed in English, the listeners were natives of the
countries whose language was being evaluated.

In addition to this procedural training, listencrs were asked to rate a series
of processed speech samples in order to exercise their understanding of the
sampie playback and voting process. This exercise not only allowed participants
to familiarize themselves with the vote collection procedures, but also allowed
the experiment to anchor the listeners’ opinions using a series of samples
which spanned the high-, medium-, and tow-quality ends of the voting range.
The four test samples that were used in each language always corresponded to
the same conditions. These anchoring conditions are given in Table 3.

As can be seen from the table, the training was conducted using reference
samples only. This was done for two reasons: first, to avoid the possible
introduction of listener biases arising from the specific types of codecs
evaluated, and second, to provide a common, time-invariant frame of listener
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TABLE 5. TRAINING SAMPLES EMPLOYED FOR ANCHORING

ORDER OF
PRESENTATION CONDITION DESCRIPTION
1 1.7 12dBQ
2 {11 Unprocessed
3 1.5 0dBQ
4 1.9 24 dBQ

training reference that would permit the results of this evaluation to be correlated
with resulis obtained from other evaluations of low-rate digital transimission
systems.

Evaluation of performance

The results obtained from the subjective test sessions were analyzed using
two statistical approaches: an analysis-of-variance method and a simultaneous
statistical inference technique.

Analysis-of-varianee approach

Upon completion of the subjective test sessions, the votes obtained were
processed using analysis-of-variance techniques by constructing a fnunhworder
state-variable mode!, whereby each observation (vote} was modeled as [5].[6]

Yu=n+ Bi+ T+ + O+ € (2}
where v, = voter’s opinion for speech sample ijk! ‘ .
1 = the mean (ie., a representative rating, or MOs, for a given

codec for a particular condition averaged over all talkers,
sessions, and listeners)

B, = order of block presentation effect (row effect)
T, = lalker dependency effect (treatment effect)
Y;'c = effect of sample positioning within a block (i.e., the

interaction between adjacent sample playback, or block
randomization/column effect)
8, = any effect due to block replication (i.c., variations due to
listener biases) .
g, = any effect not accounted for by the model, or experimental
CITOrS.
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The mupping of the talker treatment, T, to the Latin square structure can be
more readily observed when it is noted that. in cach block, a particular condi-
tion is processed by a different talker, and that each listener (from a group of
eight) hears each set of blocks in a different order.

From this fourth-order analysis, it was concluded that neither the block
randomization effect nor the order of sample presentation within a block was
significant. However, the effect of block order presentation was significant,
thus indicating that the listeners’ pattern of voting changed with time—an
effect that was not unexpecied in view of the duration of the test. However,
since each block contained 40 samples, the observed variation did not adversely
affect the rating of individual samples within a block.

It was also concluded that the effect of talker dependence was signifi-
cant tn some cases. In particular, it was found that the performance of four
low-rate codecs was talker-dependent. The walker dependency results arc sum-
marized in Table 6, where each codec type is associated with an indication
ol its contribution to the experimental error, using the ¥, variable with 7 and
231 degrees of freedom.” It should be noted that the >3 E, values of most
codecs (including waveform types) exceeded the critical ,;,"F, value of 2.08,
which is significant at a confidence level of 95 percent. Theretore, the listener

TABLE 6. CONTRIBUTION OF TALKER VARIATION TO CODER PERFORMANCT

CODRING TALKER

METHOD 231 Fp DEPENDENCY
V-APC 8.70 Yes
RELP 5.35 Yes
ATC 3.75 Yes
CVSD 293 Yes
G711 PCM 245 No
CELP 2.44 No
G.721 ADPCM 235 No
APC-TQ 1.93 No

" The ratio of two sample/population variance ratios (s,z /n',:),’{l\‘zz/uz2 ) 15 assumed
to be distributed in accordance with the £ distribution. with », and v, degrees of
freedom denoted us ,,'%F,, where v is the sample size assoctated with s, and v, is the
sample size associated with s,.
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perception of each talker’s voice quality was further investigated by computing
the value of 3, F, for the source specch material. This computation indicated
that the ,'F, variable assumed the value of 2.56 for source speech, from
which it was concluded that some talkers were preferred over others, and
hence only the V-APC, RELP, ATC, and CVSD codecs were likely to yield
talker-dependent performance of any statistical significance.

Finally, it was found that by far the largest component of voting variance
was attributable to differences between the various codecs. As a result, the
null hypothesis that all codecs performed equally well was rejected, and
further processing was conducted using simultaneous statistical infercnce
technigues |7], and employing the Dunnet methed [8].]9] in particular (due 10
the preselection of the Rec, G.721 ADPCM method as the statistical control).

Absolute performance characierization

As indicated above, a fourth-order variance analysis {or each codec/condition
combination revealed that most of the differences observed between the various
codecs were significant. Figures 2a, 2b, and 2¢ illustrate (for the English,
French, and Mandarin languages, respectively) the rating of quality under
nominal input speech levels and error-free conditions for the various codecs.

5

MOS
w

MNRU (dB)

{a) English
Figure 2. Circuit Quality MOS
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A compaosite figure of bit-error-free performance over all lhre.e langua.gcs_\fah
computed, as shown in Figure 3. This MOS8 language-averaging was ]uf:tlhed
on the basis of three observations: first, because the performance ranking of
the set of codecs was typically preserved between languages; sccond, belcause
a significance comparison of the sample variances for cach condition indicated
that the ohservations were obtained from populations with comparable
characteristics; and third, because no significant statistical variation was found
in the codec interlanguage MOS variation.

5 T T T T T
- SOURCE ?aé:m 1
4 - G.721 g
ADPCM - ¥ APC-TQ
i ATC 4 " CELP
o -APC i
S 3
=
~ RELP |
z 4
B cvsD
1 1 J | 1
0 12 24 36
MNRU (¢B)

Figure 3. Circuit Quality MOS Averaged Over All Three Languages

The error-free condition data were then used to derive mathematical models
associating MNRU, or 0 values, with MOS for each language. The models were
subsequently cmployed to obtain subjectively cquivalent val'ucs for each
test condition assessed in each language. The three models derived were as

follows:
MOs, = 1.0-3.71 X 1070 +2.63 x 107°¢*
— 1,34 X 1070 + 247 X 1070 - 145 X 1070 (3)

MOS, = LO—3.78 X 107°Q + 2.16 X 1070
S L3 X 1070 +2.09 X 10701 - 1.23 X 10700 (4)
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MOS,, = LO+2.08 X 1020 +2.35 x 1020
_ 153 Pt [0'3Q3+3.79 b% 10_5Q4_3-41 % ]0;',-Q5 (5)

where MOS,, MOS,, and MOS,, denote the MOS in English, French, and Mandarin,
respectively, and @ denotes the ¢ value in dB,

Since the differences in reference condition Q ratings did not reveal
significant statistical variation betwecn languages [2], the O ratings for each
condition assessed were averaged over all three languages, and the results are
summarized in Table 7. Also given are the maximum and minimum values for
each mean @ rating (corresponding to a 95-percent level of confidence).
These values are unequally spread over the mean Q values due to the nonlin-
ear rclationship between MOS and MNRU values,

The data in Table 7 show that the performance obtained from each codec
was strongly dependent on the nature of the circuit condition assessed. For
example, the 64-kbit/s PCM codec performed poorly under digital impairment
conditions, as can be secn from its 0 value performance at the 10~ and 1074
channel bit error rates (BERs). For the remaining codecs, it was generally
observed that the relative performance was maintained irrespective of channel
degradations (within the range of conditions evaluated). This held true even
though the quality of some codecs degraded more steeply than others with
increasing levels of channel impairments. It can also be seen that at least one
of the 16-kbit/s codecs (APC-TQ) performed better than the CCITT 32-kbit/s
ADPCM standard (Rec. G.721) for all conditions. The error performance of the
voice codecs is graphically summarized in Figure 4.

It is {easible to speculate that under error-free conditions, 16-kbit/s voice
coding technology may outperform 32-kbit/s aApPCM. However, differences in
subjective performance may become more evident in multi-link {(or tandem)
conncctions, where it is expected that the higher bit-rate codecs such as
04-kbit/s PCM and 32-kbit/s ADPCM will degrade less quickly with increasing
tandem connections,

Conclusions

This study has shown that, on the basis of subjective performance and
within the scope of the conditions evaluated, toll quality is indeed achievable
with single-link 16-kbit/s coding. Furthermore, the higher quality of low-
rate codecs proved to be more robust than that of 32- and 64-kbit/s coding
under high bit-error conditions. While the impact of multiple interconnections
on voice quality wag not investigated, it is believed that with increasing
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TABLE 7. Q RATINGS FOR EACH CONDITION ASSESSED OVER ALL

THREE LANGUAGES

5
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CODEC INPUT

Q VALUE (dB)

LEVEL MOST
BER (dB mOL) CODEC MINIMUM LIKELY MAXIMUM
No Errors =25 CELP 17.43 18.64) 19.87
ATC 1512 16.02 16.97
CVSD <f <6 <6
APC-TQ 21.67 24.60 29.07
V-APC 16,54 17.83 19.53
RFEL.P 1113 11.87 12.67
PCM 22.87 27.07 31.80
G.721 19.30 2073 22.53
103 -25 CELP 17.17 18.30 19.53
ATC 14.67 15.60 16.57
CvsD <6 <0 <6
APC-TQ 19.87 21.87 26.20
V-APC 16.007 17.32 18.77
PCM 1 1.00 11.68 12,42
G.721 17.87 19.07 20.50
103 =25 CELP 1513 16.03 16.97
ATC 13.90 14.76 15,72
CVSD <6 < 6 <6
APC-TQ 15.00 16.17 17.40
V-APC 13.76 14.87 16.06
PCM <6 <6 <h
G.721 12.40 13.27 14.09
No Errors -5 CELP 19,37 20.93 2293
ATC 16.00 18.63 18.19
CVSD <6 <6 < 6
APC-TQ 2320 28.17 > 36
V-APC 14.53 15.40 16.49
RELP 14.39 15.50 16,47
PCM 29.03 34.53 > 36
G.721 22.60 24.93 29.33

30

20
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- ADPCM
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NO
ERRORS

T 10728
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(a) Error Performance for the CELP, APC-TQ, PCM,
and ADPCM Codecs
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Figure 4. Vo
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ice Processor Performance as a Function of Digital
Impairments
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interconnectivity, and when compared with 32- or 64-kbit/s technology, the
quality offered by 16-kbit/s coding is likely to decline more steeply. _

Despite this reservation, it can still be concluded that current 16-kbit/s
voice coding technology is suitable for many voice applications within the
PSTN, such as digital circuit multiplication cquipment, packet circuit multipli-
cation equipment, asynchronous transfer mode (ATM) networks, integrated
services digital network videotelephony, store-and-forward messaging, and
digital microcellular communications.
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Objective assessment methodology and
evaluation of low-rate digital voice
processors
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{Manuseript received October 9, 19913

Abstract

Tl.le methodology and results for an objective cvaluation of source encoding
alg.,orll.hms operating at 16 kbit/s are presented. The evaluation was conducted usin%
().b_]lictl ve instrumentation to determine whether “toll-quality™ performance with nonvloici
signals is possible at 16 kbit/s. While 16-khit/s source encoding is unable to accommo-
date' voiceband data rates excceding 2.4 kbit/s with acceptable quality, satisfacto
Perfm'mance can be obtained with signaling. Thus, 16-kbit/s voice codin:g lecllmu]ogrif/
1s currently suitable for applications within the public-switched telephone network
where alternative facilities for voiceband data traffic are provided, including the next
generation of digital circuit multiplication equipment, and integrated services digital
network videotelephony. SO

Introduction

The pe‘rformance of algorithms operating at or near a 16-kbit/s transmission
gate was investigated using nonvoice signals in order to determine whéther
“toll quality” is attainable with current low-rate digital coding technology
The algorithms, or codecs, evaluated included the following: o

* Code-excited linear prediction (CELP)

* Adaptive transform coding (ATC)

* Continuously varying slope delta modulation (CVsD})

473
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« Adaptive predictive coding with transform domain quantization
(APC-TQ)

« Vector adaptive predictive coding (V-APC)

« Regular excited linear predictive coding (RELP) .

+ International Telegraphy and Telephony Consultatl\fc Comimittee
(CCITT) Recommendation G.721 adaptive differential pulse-code
medulation (ADPCM)

s CCITT Rec. G.711 pulse-code modulation {(PCM}.

The key features of each codec are summarized in Table 1. N ber
The performance of the above codecs was assesse(_i by f.:xamlnmg‘w' e\ \
distinct and substantial differences exist in nonvoice signal tran.spa.rtm_l)’/l
capability between different types of codecs. It was ltha.an asked wheth.e;:fsucl
differences would be amplified, maintained, or eliminated under differen
oiF: impairment conditions. ' ‘
Lhd(l;];fi::?vzdr:leasurements were conducted to evaluate each codec ] p;rf/o‘r-
mance with several low-speed voiceband data moderps (300 to 2,400 bit ;),
dual tone multifrequency (DTMF), and CCITT Signaling System No 5‘ (st h);
Also assessed was each codec’s ability to preserve the phase tFansmons 0‘ the
V 25 2,100-Hz echo canceller disabling tone. Finally, a series ‘?f meam{ljre-
ments were made to further characterize each cod.ec’s bghavmr w.uh rega%r‘ to
idle channel noise, nonlinear behavior, quantization noise, amplitude distor-
tion, harmonic distortion, phase distortion, and input/output throughput delay.

TABLE 1. CHARACTERISTICS OF THE CODECS EVALUATED

CODEC TYPE
¥ L F G H
CHARACTERISTIC A B C D b2
. . M
Algorithm or CELP ATC (VSD APC-TQ V-APC RELP PCM  ADPC
Coding Method
64 32
Gross Transmis- 16 16 16 10 16 13 )
sion Rate (kbit/s) . .
13 3
Net Transmission 16 15.3 16 16 16
Rate (kbit/s) . .
[ NO
Error Protection No Yes No No No No
20 - -
Frame Length, it {.625 15 - 20 10

applicable (ms)
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In this paper, voiceband data measurements, the performance of CCITT
ss5, and the performance of DTMF signaling are addressed first, followed by a
discussion of the distortion of the V.25 echo conirol tone and a description of
measurement techniques for the quantification of each codec’s throughput
delay. Finally, further characterization of each codec’s behavior with
narrowband signals is described. This study also included multilingual
subjective performance assessments, which are reported separately | 11,/2].

Voiceband data performance

The test architecture used for the voiceband data modem measurements
was centered around a bit error rate (BER) test system which provided the
source data for the transmit direction of the modem under test. The codec was
placed in the transmit direction of the data, in tandem with an analog impair-
ment channel, as shown in Figure I. The return direction provided a direct
modem-to-modem, level-adjusted connection with no coding or channel
impairments. In this configuration, a signal level of ~15 dBm0 was provided
at the input of the codec (measured with the impairment channel bypassed).
During testing, the RER equipment was used to analyze the receive modem

data in order to measure single errors, blocks, block lengths, block errors, test
duration, and error-free seconds.

DATA GENERATOR & BIT

[- -_— . — ERROR MONITORING - - — — — - — 7
SYSTEM

‘ B _DIFECTION_UNDEETEST (THﬂSMIT) >

| -15 dBmo -20 dBm |
‘ -15 dBmo {NO IMPAIRMENTS)  (NO IMPAIRMENTS) |
|

|
r

‘ MORSEM

Figure . Voiceband Data Modem Test Configuration
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Tmpairmenis

Two types of network impairments were employed: variable and fixed.
Fixed impairments comprised group and attenuation distortion, second-order
nonlinear distortion, third-order nonlinear distortion, and phase jitter. Variable
impairments consisted of the linear addition of controlled amounts of band-
limited white noise prior to the coder channel.

The order in which the various fixed and varjable analog impairments are
introduced into the analog channel affects the absolute level of all perfor-
mance parameters measured. The impairments were placed in the analog
channel in the transmit direction prior to the codec under evaluation, to repro-
duce a worst-case configuration. Noise was always added as the last impair-
ment in this configuration, and measurements were taken as a function of the
signal-to-noise ratio (S/N) at the input to the codec.

The characteristics of the analog channel are in agreement with the “R-28"
impairments previousty employed in tests that lead to the adoption of CCITT
Rec. G.72! and G.723 [3]. Figure 2 is a functional block diagram of the
analog channel configuration, showing the signal levels and order of impair-
ment introduction. (Note that nonlinear distortion and phase jitter are intro-
duced simultaneously with band-limited noise.)

Voiceband data performanes measurements

Using the eight codecs under test, the performance of the following five
voiceband data modulation schemes [4] was evaluated:

* V.21 operating at 300 bit/s (upper frequency band, or channel 2)
« V.22 at 1,200 bit/s

* V.22bis at 2,400 biv/s

« V.23 at 1,200 bit/s

« V.27ter at 2,400 bit/s,

In conducting voiceband data modem tests, each measurement wis made
until either 20,000 blocks® were received without any blocks in error; or S50
blocks were received in error; or 50,000 blocks were received with less than
50 blocks in error; or 16 hours of test time per measurement point had elapsed;
or it became apparent that the modem block error ratio (MBLER) vs S/IN
relationship was approaching an asymptote. In practice, measurements were

* A block was defined as a contiguous series of 511 bits.
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™
MODEM
¥
200-3500 Hz
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UNDER| OTLP ﬂ J
TEST Y
NONLINEAR PHASE JITTER
DISTORTION DISTORTION
VARIABLE
IMPAIRMENTS
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FILTER - NOISE
0 dBm
¥
o 71, oTLP
CODEC INFUT

Figure 2. Configuration of the Analog Impairment Channel

often allowed to continue for longer periods, permitting 100 blocks-in-error
per measurement point to be collected.

. The res‘ults obtained are summarized in the MBLER/(S/N) curves shown in
Figure 3, for seven of the eight codecs assessed, using the five modems listed
above. One of the codecs evaluated did not allow transmission of voicebﬁnd
data. In all cases, the MBLER was computed based on a 51 1-bit block.

‘The evaluation revealed that most low-rate codecs (i.e., coding at 16 kbit/s)
offered some transparency to voiceband data transmitted at signaling rates u
to 1,200 bit/s, Transparency was considered acceptable if an MBILER of Lle::
than 10-2 was achievable for /¥ 30 dB. One codec ( RELP) did ;1;)[ penr;ilt
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Figure 3. Modem Performance
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Figure 3. Modem Performance (cont'd)

W
o

V.23 at 1.2 kbit/s
V.21 at 300 bit's
V.22 at 1.2 kbit's
V.27ter at 2.4 kbit's

V.23 at 1.2 kbit/s
V.21 at 300 bit/s
V.22 at 1.2 kbit/s
V.27ter at 2.4 kbit/s



480

COMSAT TECHNICAL REVILW VOLUME 21 NUMBER 2, FALL 1991

MBLER (511 bit/ block)

MBLER (511 bit/ block)

10

107

et

B 1 L1 B A AL

[

A V.21 at 300 bits
A V2D at1.2kbit's

]

I l

O I 0 1 1V
T

—_
o
h
[=3
(5]
[}

S/N (dBp)

(e) V-APC Codec

V.22bis al 2.4 kbit/s
V.23 at 1.2 kbit/s
V21 at 300 hitfs
V.22 at 1.2 kbitfs
V. 27ter at 2.4 kbit/’s

| IMEETE Loy R
ep >0O0

pogy bl n gy

.

()
(=

10 20
/N (dBP)

(f) G.711 PCM Codec

Figure 3. Modem Performance { cont'd)

OBIJECTIVE ASSESSMENT OF LOW-RATE VOICE PROCESSORS 481

10 o
V.22bis at 2.4 kbit/s

O v.23 at 1.2 kbitis
A y.21 at 300 biv's
Ay 2at 1.2 kbits

¥ 4 ® vy o7terat 2.4 kbit/s

© 10

s

=

O

Y

o

u

g 4072

105 I
0 10 20 30
S/N (dBp)

{g) G.721 ADPCM Codec

Figure 3. Modem Performance (cont'd)

any transparency to voiceband data. APC-TQ was the only codec to offer
satisfactory performance with 1,200-bit/s V.23 voiceband data; the remaining
low-rate codecs did not satisfactorily transmit such data.

Fewer codecs achieved satisfactory performance with the higher-speed
voiceband data (i.e., 2,400 bit/s). In particular, the CELP, ATC, (G.711 PCM, and
G721 ADPCM were the only codecs that could accommodate 2400 bit/s
V.22bis data. The other important data—2.400-bit/s V.27ter, used in Group 3
facsimile communications—were handled satisfactori ly by more codecs, as
can be seen in the Figure 3 graphs for the CELP, ATC, CVSD, APC-TQ, G.711
PCM, and G.721 ADPCM codecs.

In Table 2, the circuit S/N condition required to achieve the selected MBLER
performance threshold of 10-2, where satisfactory performance was realized,
is listed for cach codec/modem combination. In all cases, the S/ ranges used
in these tests were well below those that would normally be expected in the

general switched telephone network (i.e., S/ > 25 dB).

CCITT SS5 performanee
In CCITT s85, the transmitter tolerance limits of 55 + 5 ms applicable to

interregister signaling could be seriously violated by coders employing block
processing trames longer than 5 ms. Since four of the codecs (APC-TQ, ATC,
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: OF 107
TABLE 2. S§/N REQUIREMENTS (IN dB) FOR VOICEBAND DATA MBLER PERFORMANCE

CODEC TYPE

COMSAT TECANICAL REVIEW VOLUME 21 NUMBE

MODULATION RATE

MODULATION

RELP PCM ADPCM

V-APC

APC-TQ

ATC CVsD

CELP

{bis)

SCHEME

15.60 15.80

17.00

17.50

2,400

vV 22bis

1090 11.00

13.80

20.00

1190

12.70

2,400

V.2 7ter

7.90

7.80

8.20 14.60 9.20

$.80

1.200

V.22

15.40

15.20

17.80

19.00

1,200

5.50

5.50

7.60 6.00

5.70

6.00

300

R 2, FALL 1991
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v-APC, and RELP) were characterized by frame lengths exceeding the 5-ms
tolerance, procedures were developed to assess the impact of low-rate source
encoding on interregister signal recognition rates, signal pulse, and silent
interval duration.
In order to assess the performance of interregister signaling as used by

CCITT s55, a test configuration similar to that used for the voiceband data
measurements discussed above was employed. In this case, however, a signal
level of -4 dBm {composite} was used, and the modem transmitter and recei-
ver were replaced by a signaling generator and signaling receiver. The signal-
ing generator provided six frequencies (700, 900, 1,100, 1,300, 1,500, and
1,700 Hz) in appropriate combinations to generate the start of pulsing KP1 and

Kp2 signals, the end of pulsing ST signal, the code 11 and code 12 operator

response signals, and the 10 digits O through 9 (refer to Table 2 in Rec. Q.151

[51). Subsequently, the signaling gencrator was employed so that the
interregister digit whose degradation was to be assessed was repeated 10
limes, preceded by the KP and followed by the ST signals. This process was
repeated a minimum of 25 times for each digit and for codes 11 and 12.

The results are given in Table 3, which was constructed by summarizing
the percentage of digit recognition for each circuit noise condition, as well as
the interregister gap durations and pulse lengths (nominally 55 ms each) for
three circuit noise conditions. However, it should be noted that the 23- and
22-dB S/N conditions correspond to severely degraded circuits. In most
instances, a S/ of at least 36 dB would be expected, but at such noise levels
all but one codec achieved a 100-percent recognition rate.

These results discredited the hypothesis that performance, as measured by

the digit recognition rate, would be degraded by codecs with frame lengths
exceeding 5 ms.

CCITT DTHF signaling performance

DTMF signaling is widely employed during cail setup to transmit service
addresses over the telephone network. It is also used increasingly to provide
enhanced customer service, including access to remote banking, answering
machine message retrieval, remote call control, and user verification. The
DTMF signals consist of pairs of tones selected from a high- and low-group
frequency set. The low-group frequencies are 697, 770), 852, and 941 Hz; the
high-group {requencies are 1,209, 1.336, 1477, and 1,633 Hz. Appropriate
combinations of these frequencies yield the digits 1, 2, 3,4, 5,6, 7, 8,9, 0 and
the characters *, #, A, B, C, and D) (see Figure | of Rec. Q.23 [6])
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TABLE 3. CCITT §55 CODEC PERFORMANCE

RECOGNITION GAP PUI.SE LENGTH
CODEC (%) (ms} (ms)
No Noise

CElLLP 100 +0 56.16 534.88

CVSD 0 56.52 54.98

ATC 100 £0 54.68 5677

APC-TQ 1000 35.51 55.61

V-APC 100 +0 55.50 56.02

RELP 97 +0 54,18 55.38
G711 PCM K +0 5552 55.57
G.721 ADPCM 1000 55.68 55.79

S/N=25dB

CELP 94 +2 50.71 5547
CVsDh 89 + 1 47.62 55.54
ATC 99 x 0 5244 5743
APC-TQ 98 1) 50.C1 59.51
V-APC 98+ 0 52.63 56.66
REL.P 3+ 47.45 56.64
G711 PCM 95 +1 50.82 55.96
(G.721 ADPCM 94 + 1 50.42 56.30

S/N=122dB

CELP $3+5 50,11 58.87
CVsD 83+ 46.29 55.02
ATC 92+1 47.45 55.59
APC-TQ 94+ 47.07 39.15
V-APC 91 x| 49.33 55.69
RELP 79+ 1 50.72 59.77
G.711 PCM 85+ 1 46.80 54.83
G.721 ARPCM T8+ 1 50.45 50.92
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To evaluate the performance of DTMF signaling, a test confi guration similar
to the one used for the voiceband data measurements was employed. As with
the sS5 measurements, a signal level of -4 dBm {composite) was used, and the
modem transmitter and receiver were replaced by a DTMF signaling generator
and a DTMF signaling receiver. Subsequently, the signaling generator was
employed so that a sequence comprising the digits 1,2, 3,4, 5,6,7, 8,9, 0 and
the characters *, #, A, B, C, and D was repeated 100 times using a Northern
Telecom Model 5900 DTMF signaling transmitter and Model 2700 universal
signaling receiver, The DTMF sequence recognition percentage was then mea-
sured (with analog noise injected prior to the codec input) at a reference input
S/N of 25 dB. Also measured were the sequence recognition percentages, with
no noisc injected. The results, summarized in Table 4, consist of the sequence
recognition rates and gap and pulse durations (nominally 80 ms each) for the
two circuit noise conditions. As with the data for CCITT ss3, the 25-dB S/N
conditton corresponds to severely degraded circuits.

From the results given in Table 4, it could be concluded that the best
performance under noisy circuit conditions was not obtained by Rec. G.711
PCM or Ree. G.721 ADPCM units. However, unlike for 855, some codecs failed
to permit the error-free transmission of DTMF signaling, even under unimpaired
circuit conditions. It should be noted that all codecs which prohibited error-
free sequence transmission under unimpaired conditions were characterized
by coding frames longer than 15 ms,

The DTMF recognition percentages were numerically lower than those
realized for $85. These differences can be attributed to three factors. First, the
signal characteristics for DTMF signaling may be less suited to the voice
codecs’ characteristics. Second, the recognition rates measured for DTME
signaling were computed based on a [0-digit sequence, as compared to the
§S5 recognition rates which were computed on the basis of a single-digit
recognition success rate. Third, the measured recognition rates were dependent
on the exact characteristics of the signal generators and receivers, which
presumably could offer varying levels of performance.

V.25 echo conitrol tone

It is possible that a V.25 ccho conuol tone (with phase reversals) can be
distorted due to the introduction of quantization and/or biock processing
distortion by the codecs. To assess this type of degradation, a modulated
2,100-Hz sine wave consisting of a sequence of 180° phase transitions in-
serted at 400-ms intervals was recorded through each codec. This waveform
was also recorded (afler phase alignment) through a direct (unprocessed)
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TABLE 4. DTMF SEQUENCE RECOGNITION PERFORMANCE

SEQUENCE GAP PULSE
RECOGNITION DURATION LENGTH
CODEC (%) (ms) {ms}
No Noise
CELP 100 £0 79.39 81.62
ATC 98 =3 78.07 §2.93
CVSD 1000 79.48 81.55
APC-TQ 86+ 7 77.53 81.96
V-APC 1000 79.23 21.88
RELP 40+ 10 78.05 78.65
G.711 PCM 1000 78.89 82.15
G.721 ADPCM 1000 79.10 81.92
S/N =25 dB
CELP 22+8 114.40 99.35
ATC 38+ 10 101.39 95.11
CVSD 1+£2 144.74 179.16
APC-TQ 19+8 88.57 86.97
V-APC 85 +7 86.12 89.16
RELP 3+3 133.33 156.44
G.711 PCM 20+ 8 114.41 99,75
G.721 ADPCM 16+7 110.06 98.44

recording path. The two waveforms generated for each codec were then com-
pared, in accardance with the functional configuration shown in Figure 4, and
the settling time of the processed waveform in the neighborhood of the phase
transition was measured. In all cases, the phase of the waveforms processed
by the codecs was eventually reversed; that is, the 180¢ transition was always
eventually realized. Thus, each codec’s performance was not measured in
terms of its ability to permit the 1800 transition to oceur, but rather in terms of
how quickly it permitted the 180° phase transition to stabilize following
initiation of the phase transition.

The settling times for each codec are given in Table 5. Most codecs were
associated with settling times that met or exceeded the settling time perfor-
mance of the Rec. G.711 PcM unit, which was 1.6&8 ms. This delay is dependent
upon both the hardware implementation and the algorithm characteristics. For
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TABLE 5. SHITLING TIMES FOR EACH CODEC IN THE PROXIMITY OF
A 2,100-H7 TONE 180° PHASE TRANSITION

SETTLING TIME

CODECTYPH (ms)
ATC 1.08
CVSD 1.14
G721 ADPCM 1.40
V-APC 1.40
G.711 PCM 1.68
APC-TQ 1.68
CELP 344
RELP 33.80

However, in block processing coders (or when little is known about the actual
technique employed), this approach may be unreliable because codec perfor-
mance could vary substantially with the nature and type of signal being
encoded, as well as with the precise time at which a signal appears at the
codec input (in relation to the coder’s frame structure, if there is one). The
technique adopted here employed an artificial voice signal to minimize nar-
rowband signal limitations.

The method selected allowed the total delay introduced by a codec to be
measurcd between its input and output 8-bit companded PC™ interfaces. This
was accomplished by observing the location of the maximum peak of the
cross correlation function between the encoder input and decoder output signals.
This delay consisted of the delay introduced by the algorithm encoding and
decoding lunctions, as well as any additional delay introduced by the processing
or the specific algorithm hardware implementation. The exact method used
depended on an examination of the peak response of an adaptive finite impulse
response (FIR) filter in a joint linear-process estimator configuration, as shown
in Figure 5. An artificial speech signal was employed at a nominal codec input
levei of -22 dBm0 for this measurement.

[n addition to the method described above, a second technique for obtaining
the same information without direct observation of the filter response was
applied. This approach involved mcasuring the energy of the signal resulting
from the subtraction of the filter response from the codec output, which is a
consequence of the {inite width of a FIR filter. The method relied on introducing
a variable amount of delay before the estimating FIR filter. Subsequently, as
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TABLE 6. MEASURED CODEC DELAY 2
~ 2
= T 2w =+
DELAY J?g B EE
CODEC TYPE (ms} &
S E
CELP 35 - e o
©a T RF U g i
- A T S G O 3
ATC 65.0
CVsSD 0.3 SE |5 o=
S ¢f | § 372828323340
APC-TQ 80.0 '
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_ . o} =S ~
z | = FEER 3 e . 80
RELP 320 S oo
G.711 PCM 0.1 ; § 22 4 . a,
N s F999%F g0
G.721 ADPCM 038 B .o
5 S L.
- -t T
Ilela|gis 022
< |3 ‘
Narrowband performance measurements 5 £ < = o -
A number of narrowband measurements were obtained to specifically = R 7
characterize the quantization, dynamic range, and nonlinear distortion perfor- (% z T R
- . - o H o+ L] =RV [ag]
mance of each of the eight codecs evaluated. In obtaining these measurements, g TR O
the procedures defined in Rec. G.712 |7] were adopted. The results are Eg o g - -
. . . v o= !
summarized in Table 7. Some of the codecs evaluated offered both voice and =g R R B g K g
- . =
data modes of operation. When both modes were available, the data mode of 5 < a
. . . = = =}
operation was used for the voiceband data measurements presented previously. 2: ) FRE S0 0 00 .
. . o [ B !
The voice mode of operation was used for all other measurements (e.g., 0 ©
signaling measurements). From these results, and by reference to Rec. G.712 A 2 3 = = 2 o= -
. . . k4 ] +H c 2wy 2 vy
[7]. it was determined that most codecs met the narrowband signal perfor- 8 3 R
mance requirements applicable to PCM encoding at 64 kbit/s. = Ol g o w E
Conclusions = s - =
&= 2 B 5
None of the low-rate codecs evaluated was able to accommodate voiceband Z & P g
. . . . . . = L oo o <
data signaling rates in excess of 2.4 kbit/s with acceptable quality. On the = E a8 2 :g‘ z
. R . . P T 2 2
other hand, with signaling, most codecs (other than ATC, APC-TQ, and RELP) g2 5 3 2 2 2 E= f
. . H = _ -
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. - . . . = ] o g | B =
signal performance requirements of Rec. G.712 applicable to PCM encoding at G Z i T s 58 1|2
. . . 3 2 5 3 % 2% 35 ¢
64 kbit/s were met by codecs operating at 16 kbit/s. z & 2.2 3 & £ 3 SN
. . . . . = - o B o2 .2 2 < 5] A
The fact that satisfactory performance can be obtained with voice signals SlPgeiziggod &f
and network signaling indicates that current 16-kbit/s voice coding technelogy e mE i Z ZSIE
. . . . . ey - . . s T 5 s o 2 E 2.
is suitable for special applications within the public-switched telephone network 52 g 35 iFf e § 5%
2 EY S =542 45 L2
£ 52z 552225
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(PSTN), where voiceband data are not used, or where alternate facilities are
provided to accommodate such traffic. These applications include DCME, packet
circuit multiplication equipment, asynchronous transfer mode (A1M), integrated
services digital network videotelephony, and digital microcellular networks.
None of the 16-kbit/s voice codecs evaluated is suitable for indiscriminate use
in the North American PSTN.
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