
COMSAT
Technical Review

Volume 17 Number 1, Spring 1987



Advisory Board Joseph V. Charyk
John V. Evans

Editorial Board Geoffrey Hyde, Chairman
Richard A. Arndt
Ali E. Atia
S. Joseph Campanella
Dattakumar M. Chitre
Russell J. Fang
Howard W. Flieger
Melvyn Grossman
Ivor N. Knight
Larry C. Palmer
Edward E. Reinhart
David V. Rogers
Hans J. Weiss
Albert E. Williams
Pier L. Bargellini, Editor Emeritus

Editorial Staff MANAGING EDITOR

Margaret B. Jacocks

TECHNICAL EDITORS

Barbara J. Wassell

Diane Haugen

PRODUCTION

Barbara J. Wassell

Louis P. Stephens, Jr.

CIRCULATION

Shirley H. Taylor

COMSAT TECHNICAL REVIEW is published twice a year by

Communications Satellite Corporation (COMSAT). Subscriptions,

which include the two issues published within a calendar year,

are: one year, $15 U.S.; two years, $25; three years, $35;

single copies, $10; article reprints, $2.50. Overseas air mail

delivery is available at an additional cost of $18 per year. Make

checks payable to COMSAT and address to Records Department,

Communications Satellite Corporation, 22300 Comsat Drive,

Clarksburg, MD 20871-9475, U.S.A.

ISSN 0095-9669

COMMUNICATIONS SATELLITE CORPORATION 1987
COMSAT IS AIRADE MARK AND SERVICE MARK

01 HIE COMMUNICATIONS SATELLITE CORPORATION

COMSAT TECHNICAL REVIEW

Volume 17 Number 1 , Spring 1987

I DESIGN AND MODELING OF A GaAs MONOI.I'THIC 2- TO 6-GHz

FEEDBACK AMPLIFIER R. K. Gupta , .1. H. Reynolds,

M. C. Fu , AND T. Heikkila

23 A 120-Mbit/s TDMA QPSK MODEM FOR ON-BOARD APPLICATIONS

R. G. Egri , K. Karimullab , AND F. T. Assal

55 AN ADAPTIVE EQUALIZER FOR 120-Mblt/s QPSK TRANSMISSION

J. M. Kappes

87 MODULATION SELECTION FOR ILL MOBILE SATELI,FI'F EXPERIMENT

(MSAT-X) K. M. Mackenthun

105 HURWrrZ STABII .II'Y ANALYSIS OF AN ADPCM SYSTEM

S. Dimolitsas AND U. Bhaskar

127 POLE-ZERO APPROXIMATIONS FOR THE RAISED COSINE FILTER

FAMILY J. J. Poklemba

159 A SIMULATION STUDY OF RAIN ATTENUATION AND DIVERSITY EFFECTS

ON SATELLITE LINKS J. Mass

189 PROGRAMMABLE CONVOLUTIONAL ENCODER AND THRESHOLD

DECODER J. S. Snyder

201 CTR NOTE : GEOSTATIONARY SATELLITE LOG FOR YEAR END 1986

C. H. Schmitt

267 TRANSLATIONS OF ABSTRACTS

FRENCH 267 SPANISH 272

277 AUTHOR INDEX, CTR 1986

279 LNDEX OF 1986 PUBLICATIONS BY COMSAT AUTHORS

111



Index: amplifiers, integrated circuits, ion implantation, MMICs,
models, transistors

Design and modeling of a GaAs
monolithic 2- to 6 -GHz feedback
amplifier

R. K. GUPTA, J. H. REYNOLDS, M. C. Fu, AND T. HtiKKILA

(Manuscript receives December 3, 1986)

Abstract

The design, fabrication, and performance of a monolithic 2- to 6-GHz feedback
amplifier module are described, with particular emphasis on the modeling approaches
used during the design and fabrication phases. The amplifier design is based on GaAs
field-effect transistor (rET) equivalent circuit parameters derived from known ion
implantation profile, peak doping density, and device geometries. Measured parametric
data obtained from test patterns arc used to monitor and control the fabrication
process. Both measured and modeled DC and Rr parameters of the FEi, as well as
amplifier performance results, are presented for two process wafers. Agreement
between the measured and modeled gain of the feedback amplifier was within I dB

over a broad I- to I1-GHz frequency band.

Introduction

The use of GaAs monolithic microwave integrated circuits (MMles) in
communications systems holds great promise for enhancing system reliability
while reducing mass, volume, and cost [11,[2]. However, the design and
fabrication cycle for MM1c modules is relatively long and expensive compared
to that of conventional hybrid circuits. In order to reduce development costs
and enhance the probability of success in a single fabrication itineration, a
thorough understanding of field-effect transistor (FET) models, from basic
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device physics through the fabrication process, design methods, and circuit
modeling, is required.

This paper presents the design, fabrication, and performance of an MMIC
2- to 6-GHz feedback amplifier module developed at COMSAT Laboratories.
The design strategies and modeling approaches used during various MMIC
development phases are discussed. A PET equivalent circuit was first derived
for a known ion implant profile, peak doping density, gate recess depth, and
other fabrication parameters. The amplifier was then designed with maximum
tolerance to process variations and with simple on-chip tuning to adjust for
the most sensitive parameters. The modeling process described here is useful
for selecting optimum FET geometries, designing the circuit for desired
performance, and defining target values for critical process parameters and
adjusting these values during fabrication. In addition, accurate modeling of
device Dc current and transfer characteristics allows a priori selection of

device operating conditions for self-bias operation.

General design considerations

The design of broadband feedback amplifiers requires LET devices with
large transconductance [3]-[6]. This can be achieved by increasing the device
width and carrier concentration and decreasing the gate length. Larger device
width also results in larger Dc power dissipation and larger gate-to-source
capacitance, Cgf, which tend to degrade the open-loop gain at higher
frequencies. Therefore, FETs with smaller gate lengths and a higher trans-
conductance (gm)-to-Cgs ratio are desirable. Based on these considerations,
a FET with a nominal gate length of 0.5 (or 0.6) µm and width of 300 [um
was selected for this design. This FET geometry was consistent with other
circuits on the same mask set, which included a low-noise amplifier ]7], a
dual-gate FET switch with a level translator, and an amplifier with passive
FET switching at its input and output.

To increase the yield, the MMIC design must be tolerant to fabrication
parameter variations associated with process uncertainties. Therefore, a major
portion of the design effort involved developing accurate models for the
active devices and the matching components, and establishing their sensitivity
to process variations. Figure 1 is a flow-chart of a typical MMIC design cycle.
The design begins with device selection for desired electrical performance,
and includes device modeling, design of matching networks, sensitivity
analysis for acceptable performance, circuit layout, and mask-making. Circuit
fabrication consists of processing the various mask layers, in-line parametric
testing, fabrication adjustments, DC probing, thinning, and dicing. Because
of the time consumed by each mask fabrication and processing cycle, it is
essential that a design be relatively insensitive to fabrication tolerances.

IMPLANT PROFILE /
MATERIAL DATA
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FET modeling

A number of models have been used at COMSAT Laboratories for the
design of FETs and circuits [8 ],[9]. The FET model described here is based
on device physics , with many refinements derived from measurements of a
prototype device. For this design , the target Gaussian profile shown in
Figure 2a was used with the following profile parameters:

• Peak carrier density, He 2.7 x 1017 cm3

• Peak location , d„ 0.11 µm

• Standard deviation , BE 0.065 p.m

A recess depth up to the peak of the profile (0.11 µm), as shown in
Figure 2b, results in a pinchoff voltage of approximately - 1.5 V and makes
the De and RE device characteristics relatively insensitive to profile parameters.
This profile information and measurements on the prototype device were
used to obtain the device equivalent circuit shown in Figure 3. Most of the
intrinsic FET elements, including junction capacitance, input resistance, and
device transconductance, were computed from the basic device physics.
Output resistance, parasitic capacitances, and resistances were obtained from
device geometries and measurements.

Junction capacitance, C, is modeled as the capacitance of the velocity-
saturated region under the gate. Geometric inter-electrode capacitance caused
by electrostatic coupling between the gate, source, and drain electrodes was
computed as described by Pucel et al. [10]. Gate-to-N' and N'-to-N' (rather

than gate-to-ohmic and ohmic-to-ohmic) gap dimensions were used. The N-
material is sufficiently conductive to maintain an equi-potential surface over
the short distances involved. A sidewall capacitance, which accounts for the
extension of the depletion region toward the source, must be added to the
gate-to-source fringing capacitance. The junction sidewall capacitance com-
puted by the model is 0.04 pF and is included in the Cg of the device

equivalent circuit.
Input resistance, R;., represents a charging resistance corresponding to the

gate-to-source capacitance. It is usually derived from an electron transit time,
T, using resistance-capacitance (RC) time-constant relation

R;,, = TICg, (I )

The transit time is defined by
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where V is the saturated velocity and L, is an empirically determined transit
length. In the model, 16 = 1.2 X 107 cm/s and L, = 0.7 µm (geometric
gate length) were used.

Transconductance, g,, is computed from basic device physics and is
dependent on carrier profile, saturation velocity, and gate width. The g,„ is
strongly dependent on the device operating point and is relatively sensitive
to process variations. Uncertainty in computed gm is also caused by uncer-
tainties in saturated velocity estimates.

Extrinsic FET elements such as parasitic resistances were obtained from
the parametric data measured for prototype FETs. These element values were
further verified by biasing the prototype FET beyond pinchoff with no drain
bias and measuring the device S-parameters. This bias condition essentially
turns the intrinsic FET elements off, and considerably simplifies the equivalent
circuit. The input and output network elements were obtained by using
SUPERCOMPACTTM optimization to fit S-parameters to the measured data. An
equivalent pad inductance of 0.02 all and external gate-to-source pad and
drain pad capacitances of 0.027 pF were included in the model.

Using the FET model, two-port S-parameters for the device were calculated.

Also, S-parameters were measured for a prototype device over the 2- to

18-GHz frequency range, and an equivalent circuit was fitted to measured

values using the SUPERCOMPACT optimization routine. Figures 4a (S" and

S22) and 4b (Szl) show a comparison between measured, modeled, and fitted

S-parameters of the device over the 2- to 18-GHz range. The agreement

between measured and modeled values for all S-parameters is excellent up

to 12 GHz. For higher frequencies, a larger spread is observed for the input

reflection parameter (S„), although the model could still be used for higher

frequency designs. This model was considered suitable for the design of a

2- to 6-GHz feedback amplifier.

Amplifier design

Feedback techniques are particularly well suited for the design of general-
purpose MMIC gain modules because of the achievable bandwidth and gain
flatness, inherent stability, and good linearity [6]. For feedback amplifiers,
loop phase shift should be minimized so that feedback does not become
positive with frequency. This is easily accomplished in MMtc implementations
because of their small size and circuit layout flexibility.

The design presented here is based on S-parameters of the device which
were obtained from the device equivalent circuit of Figure 3. Figure 5 is a
schematic for the two-stage feedback amplifier. Because shunt-resistive
feedback is used to reduce the magnitude of reflection parameters S„ and
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Stt

S22

FREQUENCY

RANGE'.

2-18 GHz

MARKED
FREQUENCIES

(GHzt

A: 2
B. 3
C: 4
D. 5
E: 6
F: 8
G. 12
H: 18

n MEASURED

• MODELED

A FITTED

Rho Axis

(a)

S21

x
U
2

Co

Rho Axis

(b)

Figure 4. Comparison of Measured, Modeled, and Fitted Device S-Parameters

Over the 2- to 18-GHz Frequency Band

GaAs MONOLITHIC 2- TO 6-GIIZ FEEDBACK AMPLIFIER 9

Rfb1 Rfb2 C7 Lfb

VD

Figure 5. Schematic of the Two-Stage Feedback Amplifier

S22 at the FEE gate and drain ports, transformation ratios for input/output
matching networks become small and broadband matching can be accom-
plished by using simple matching networks. Also, parasitic elements in the
device cause a gain rolloff with frequency, thus limiting the useful bandwidth.

In the feedback approach, a drain inductance (Ld) and feedback inductance
(Lfb) can be used to extend the amplifier bandwidth. Inductance L„ compensates
for the drain-to-source capacitance of the FEE at higher frequencies. As
frequency increases, inductance Lth adjusts the S-parameters of the feedback
amplifier by reducing the effectiveness of the resistance (Rib,) in the feedback
loop.

The values of Rfba, Lf,,, and Ld in the second stage of the feedback amplifier
were adjusted until the maximum available gain was flat, with relatively
small values of S„ and S22 over the desired frequency band of 2 to 6 GHz.
The first stage (with resistive feedback) was analyzed, and the two stages
were combined by using an interstage matching network having the minimum
number of elements required for biasing the FETs. Capacitors C7 and C, were
included to isolate the drain and gate biases, and inductor L, and capacitor
C4 are required for drain bias to FETI. The two-stage configuration was
optimized by using SUPERCOMPACT to satisfy the gain and gain flatness
requirements.

The input match was achieved with one series inductor, one shunt inductor,
and a series capacitor. The output could be matched with one shunt inductor
and a series capacitor. The series input and output capacitors also provide
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Dc isolation of the input and output ports. Inductor L,, was used for drain
bias of the second FEr. The parallel resistance and capacitance combination
was included in the source terminals to provide self-bias for the FE',. Inductor
LI provided the ground return for the gate terminals of both FETs. Large
inductors in the bias network (LI, L,, and L4) were realized as spirals and
analyzed using coupled transmission line models [111. Smaller inductor
values were realized by high-impedance transmission line lengths of 15-lam

width.
The overlay capacitors were realized with silicon-nitride dielectric. They

were modeled as lumped capacitances and small sections of transmission
lines. To minimize overall chip size, larger capacitors in the bias network
were realized using thin (1,000-A) dielectric with capacitance of 550 pF/mmz,
and smaller capacitors were realized using a relatively thick dielectric layer
(5,000 A) with capacitance of 110 pF/mm'-. Ion-implanted resistors were

fabricated from N+ regions formed in the same step as the PET N' contact

region, which had a resistivity of 100 l per square.
The use of lumped elements in the design [121 resulted in reduced size,

and hence more circuits per wafer. All interconnecting lines were modeled
as transmission line elements with appropriate physical dimensions. The
effects of discontinuities and bends in transmission lines were included in
the model. The nominal gain was modeled to be greater than 10 dB, return
losses to be better than 16 dB, and reverse isolation to be greater than

25 dB over the 2- to 6-GHz frequency band.
Circuit performance was analyzed to evaluate circuit sensitivity to fabri-

cation tolerances. Variations in the device model may be caused by gate
length uncertainties which affect gand C, and by substrate properties
which change output resistance, r,,. In addition, the resistance and capacitor
values were allowed to change by ± 20 and ± 10 percent, respectively.
Figure 6 shows the nominal amplifier gain and variations in gain response
for a selected set of critical parameter variations.

Device transconductance (g,,) and output resistance (r„) variations cause
gain variations without significant change in gain flatness. Gate capacitance
reduction results in improved gain slope, and vice-versa. An increase in
resistances and/or reduction in capacitance in the matching circuit result in
higher gain slope over the desired band. For all these variations, the input/
output return loss was modeled to be better than 15 dB over the band of
interest. This sensitivity analysis indicated that the design is relatively tolerant
of all parameter variations except for resistance in the feedback path.
Therefore, extra taps were provided in the feedback resistances so that their
values could be adjusted. Adjustment capability was also provided in the
self-bias resistors so that device current could he adjusted by wire-bonds.

GaAs MONOLITHIC 2- TO 6icuZ FEEDBACK AMPLIFIER I I
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Figure 6. Modeled 2- to 6-GHz Feedback Amplifier Gain With
Parameter Variations

Fabrication and in-line testing

Figure 7 is a photograph of the finished circuit, with overall dimensions
of 60 X 100 mil (1.5 x 2.5 mm). The circuit was designed to be the same
size as other circuits on the mask for dicing convenience, and could be
further reduced in size. The drain biases for two stages of the amplifier were
tied together for single positive-supply operation. The FE'rs were fabricated
using selective ion implantation into liquid-encapsulated Czochralski (LEC)
material. The channel was formed by a 100-keV silicon implant, and the N'
ohmic contact area of the devices was formed by a 200-keV silicon implant
with a peak carrier density of about I X 1018 cm-3. The implanted resistors
were fabricated using the same process as for the contact area, The ohmic
contacts were alloyed Au/Ge/Ag/Au, and the gates were fabricated of
Ti/Pt/Au approximately 0.5-µm thick and 0.5-µm (nominal) long, patterned
by electron-beam lithography. All other patterning was done by near-UV
optical lithography. The gate metal also formed the bottom plate of the
capacitors.

The YET was designed with two parallel gate feeds. The total gate width
was 300 µm, and the unit gate width was 75 p.m. A dual-level (1,000- and
5,000-A), plasma-deposited silicon nitride structure was used for the capacitor
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Figure 7. The MMIC 2- to 6-GHz Feedback Amplifier Chip
(dimensions: 1.5 X 2.5 mm)

dielectric. The thicker nitride was used for glassivation of the FET channel
region, while the thinner dielectric was used for high-value bypass capacitors
to provide a substantial reduction in area. A 2-pm plated gold layer formed
the inductors, the top plate on the capacitors, the overlay metal on the ohmic
contacts, and other passive circuit metal areas. Plated gold air-bridges were
used to interconnect the FET sources, to contact the top plate of the capacitors,
and to form crossovers for the spiral inductors.

The data from process monitor wafers and process control monitors (PCMs)
included in the mask were used to fine-tune the process parameters. The
critical process step is the gate-recess etch, in which the gate is etched until

the ungated saturated current (Id,,,) in a test structure with the same channel

architecture reaches a predetermined value. The value is computed from the

equation

di

Id:„ = W f gnV,dx (2)
Imo,

GaAs MONOLITHIC 2- TO 6-GHZ FEEDBACK AMPLIFIER 13

The total channel depth, dd, is taken for modeling purposes as the 3cr point
on the trailing edge of the Gaussian carrier profile. Since the channel surface
is bare GaAs, d,,, is determined by the carrier density in the depletion layer
and by the open-surface barrier height, which is 0.7 - 0.1 V. Since the
implanted carrier density is non-uniform, d0, is a function of recess depth.

The carrier profile is a truncated Gaussian distribution (see Figure 2) which
depends on the original depth (d4,) of the implant, the width (o) of the
Gaussian distribution, the peak carrier density (n,), and the recess depth (d,).
For a given implant profile, equation (2) is used to numerically compute Id,o
as a fraction of the recess depth profile.

For the target profile parameters, as a function of recess depth is shown
in Figure 8. The FET model was also used to compute the saturation current
(Id,,,) and pinchoff voltage (V,) as a function of recess depth, as shown. The
target Id„ was set at 40 mA for the 300-pm-wide FET (133 mA/mm). From
Figure 8, the corresponding I,,,.., is observed to be 189 mA/mm. This procedure
links the process parameter, Id,,,, to the desired DC transfer characteristics.
Consideration of the truncated Gaussian profile in Figure 2 shows that the
parameters are insensitive to peak depth. If for example the peak is shifted
to the right, then a shift in the recess depth will produce an equivalent
truncated profile. A decrease in peak carrier density would require a shallower
recess in order to obtain the same The shallower recess also increases

0.8 1.0

RECESS DEPTH (pm)

1.2

400

where W = channel width
n = carrier density Figure 8. Model Prediction of Saturated Current and Pinchoff Voltage for

V, = saturated velocity TIP = 2.7 x 1017 cm-1, dP = 0.11 pm, o- = 0.065 pm, and

do, = depth of the open-surface depletion layer. Gate Length = 0.5 pm
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IQ„ and V,, compensating for the reduced peak carrier density. Changes in
profile width are similarly compensated.

The target Id_ was held fixed at the design value for the wafer runs during
processing. However, in-line process data can be used to fine-tune the target
value in other runs. As shown in Figure 9, device wafers are accompanied
by implant process monitor wafers. The monitor wafers receive a sheet
implant which can be characterized by Polaron carrier profile measurements
and by contactless sheet resistance measurements. The Polaron measurement
provides an estimate of the peak height and shape, as well as other information
on the overall quality of the implant. The contactless resistivity measurement,
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PROCESS
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MEASURE
• PROFILE
• SHEET RESISTANCE

I
FORM OHMIC CONTACTS

MEASURE

N AND N' SHEET
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I
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MEASURE FET
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I
COMPLETE FRONT SIDE
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• PCM ELEMENTS

• CIRCUIT DC

CHARACTERISTICS

I

COMPLETE WAFER

SELECT CIRCUITS
FOR RF TESTS

R
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calibrated by measurements on similar wafers with known profiles, provides

information on the peak carrier density.
The test patterns in the PCM cells on the device wafers (Figure 10) provide

additional data. The transfer length measurement pattern, which is used
primarily to monitor contact resistance, also yields sheet resistance data.
Additional Van der Pauw patterns provide accurate sheet resistance data, as
well as information about the distribution of sheet resistance across the wafer.
Since the sheet resistance of the N* implant formed critical resistors, it was
of particular importance for this circuit. These resistance measurements,
together with sensitivity analysis data from modeling, may be useful for

yield predictions.
A revised estimate of the peak carrier density, based on PcM data, can be

inserted into the modal to establish a corrected I,I,,, before the wafers are
committed to the gate deposition step. After this step, the PCMs can in
principal be used to fully characterize the run. In practice, only a minimum
of testing is performed before the completion of front-side wafer processing,
in order to determine the basic DC FET characteristics (e.g., I„ and VP) and

to estimate the final wafer yield.
After completion of front-side processing, data are taken on test capacitors,

resistors, and other elements. Finally, De data on the test FETs and circuits
are collected. Since the amplifier is self-biased, only the source-drain current
at the operating point was measured to select chips with DC currents within

the limits established by the model.

Figure 9. In-Line Test Procedure Figure 10. Test Patterns in the PCM Cells
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Measured and modeled DC and RF results

The device model was used to compute transfer curves for two process
wafer runs. Figure I I shows the measured and modeled transfer curve and
gm for one wafer (26A/2). This transfer curve can be used to determine the
device recess depth and the operating point. The values of self-bias resistors
are obtained from the sheet resistivity data measured by the Pent cells.
Intersection of the load line with the transfer curve gives the operating point
for the amplifier chips. Thus, based on the carrier profile and other parametric
data (contact resistance, sheet resistivity, capacitance, etc.) from the PCM
cells, a set of input parameters needed to generate the Dc and RF equivalent
circuit of the device and circuit is fully defined. This information can be
used to accept or reject wafers at various fabrication steps and for further

processing and/or testing.
An example of this is the second wafer (27A/3), where the carrier profile

was similar to target except for the peak carrier density, which was
2.1 x 1017 cm-3. The measured and modeled values of g,„ are shown in
Figure 12. The g,„ for this wafer as a function of drain-to-source current was

50

Idss = 42 mA

•-MODELED 9 R = 20D R = 10Q

40 - - MEASURED
] m \ \ i/ 40

30
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0
°2.0 1.6 1 .2 0.8 0.4 0.0
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Figure 11. Measured and Modeled Transfer Characteristics and Transcon-

ductance (gm) for Wafer 26A/2 (profile: nI, = 2.7 x 1017 cm ',

dF = 0.1 µm, or = 0.066 µm, d, = 0.084 µm)
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Figure 12. Comparison of Measured and Modeled Transconductance for Two
Process Wafers

up to 15-percent lower than that of the first wafer. It is also apparent that
the modeled values of gare close to the measured values in the region of

device operation (1,i, - 30 THAI. However, for lower values of current, the
agreement between measured and modeled results degrades. This is believed
to be due to the omission of parallel current paths and space-charge-limited
current through the gate and substrate depletion layers ] 13]. The deviation is
greater for the low-carrier-density wafer where these components become
very significant near pinchoff.

Figure 13a shows the measured and modeled gain of the amplifiers from
the two wafers, together with design gain values over the 2- to 6-GHz
frequency range. The modeled values are obtained by introducing the values
of g,„ and Cs, at the operating points, as well as resistance and capacitance
values obtained from measured parametric data in the original amplifier
circuit model. The measured gain slope is somewhat larger than expected
because the resistivity was higher and capacitance was lower than nominal
design values. The measured and modeled input and output return losses of
the amplifier from wafer 27A/3 are shown in Figures I3b and I3c, respectively.

Figure 14 shows the agreement between measured and modeled gain and
input return loss over a broad 1- to I1-GHz frequency range. Measured and
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Figure 13. Comparison of Measured and Modeled Results Over the 2- to

6-GHz Frequency Range

modeled gains agree to within 1 dB over this range. The return loss is better
than 16.5 dB over the 2- to 6-GHz frequency range of interest. The reverse
isolation of the amplifiers was measured to be better than 25 dB, as modeled.
The 1-dB compression point was measured to be 13.5 dBm, and the noise
figure was less than 6.5 dB over the 2- to 6-GHz amplifier bandwidth.
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I

4 5 6 7 8 9 10 11

FRECUENCV (0Hz)

Figure 14. Comparison of Measured and Modeled Gain and Input Return
Loss Over a Broad (I- to 11-GHz) Frequency Range

Conclusions

Design, fabrication, and performance results have been presented for an
MMIC 2- to 6-GHz feedback amplifier module developed at COMSAT
Laboratories. This circuit design has demonstrated that extensive use of
device and circuit modeling is very useful in selecting device geometries,
defining target values for critical process parameters, and making adjustments
during the fabrication process. The use of PCM patterns has been particularly
valuable for monitoring process parameters. Good agreement between meas-
ured and modeled results has demonstrated the validity of the device and
circuit models over a broad frequency range.
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A 120-Mbit/s TDMA QPSK modem for
on-board applications
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Abstract

The design and development of a C-band, 120-Mbit/s QPSK modem for possible

on-board satellite use is presented. The modem is designed to operate in either

continuous or burst mode along the INTELSAT frame-defined, time-division multiple-

access (TDMA) format. The design is based on a demodulatioldremodulation approach

for phase-coherent carrier recovery. The demodulator detects orthogonal data streams

at baseband directly from the 4-GHz QPSK signal, thereby avoiding the need for

further frequency conversion. The measured modulated bit-energy to noise-power-

density ratio (E„IN,) is within 1.2 dB of that of an ideal demodulator at a bit error

rate of 10-e.

The demodulator is realized in three microwave integrated circuit modules: an RE
remodulation module, an emitter-coupled logic regeneration module, and a phase-
locked loop. The total power consumption of the demodulator is 3.3 W. One of the
most significant advantages of the design is that the hardware, which consists
exclusively of microwave, digital, and DC circuits, has the potential of being realized
as GaAs monolithic microwave integrated circuit (MMtC) modules, with consequent
reduction of mass and power and a significant increase in reliability.

Introduction

Future satellite systems are envisioned to include on-board regener-
ation, which has many advantages over the conventional repeater-type trans-
ponder [1],[2]. On-board regeneration, along with processing at baseband,

23
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provides full connectivity and substantial link budget advantages. Connectivity
is achieved by a baseband switch matrix, while link performance is enhanced
due to the separation of up- and down-links. This results in a significant
reduction in earth station antenna size requirements and/or the need for high-
power amplifiers. When the up- and down-links suffer noise degradation, bit
error rate (BER) performance is considerably improved over that of a
conventional transponder, as shown in Figure 1 [1].

E

0
z
a
w

6/0 CASE

BER = 10 4

CONSTANT BER CURVES, BER =10-4

NONREGENERATIVE COPSK

REGENERATIVE DQPSK/CQPSK

REGENERATIVE CQPSK/COPSK

11 12 13 14 15 16 17 18 19 20 21 22 23

Eb/NO D(dB)

Figure 1. ISO-BER Performance Characteristics of Three Satellite Configu-
rations With and Without On-Board Demodulation and Remodulation [I]

On-board regeneration of quadrature phase-shift keying (QPSK) signals will
require that the coherent QPSK modem take full advantage of the available
up-link e.i.r.p. Modem components must not only meet communications
performance requirements, but also satisfy the specific size, weight, power,

and reliability requirements of space hardware.
Figure 2 is a simplified block diagram of an on-board processing satellite

for high-bit-rate time division multiple access (TDMA). In the simplest case,
the up-link QPSK channels are separated by receive filters and are demodulated
to yield 1, Q data and the associated clock signal. Retiming buffers allow

the I, Q data of each channel to be reclocked by one common reference on-
board clock before being routed to various destinations by the baseband

1 H LOW-NOISE
RECEIVER

2,-J LOW-NOISE
RECEIVER

LOW -NOISE
RECEIVER
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Figure 2. Simplified Diagram of a Typical Multibeam, On-Board Processing
Satellite, for High-Bit-Rate TDMA Operation

switch matrix. The output pairs of data from the switch matrix drive separate
QPSK modulators. The modulated signals are then filtered, amplified, and
transmitted to the respective earth stations.

The modem comprises a microwave receive filter (RxF), a QPSK de-
modulator, a QPSK modulator, and a microwave transmit filter (TxF). The
receive filter, which could be used to demultiplex or separate the channels,
is matched to the QPSK signals transmitted from the earth stations. The
demodulator performs coherent detection on the incoming QPSK signal and
outputs the baseband I, Q channels and symbol timing clock. The modulator
produces a QPSK signal at the down-link frequency from the I, Q symbols,
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while the transmit filter provides the appropriate spectral shaping for optimum
BER performance and minimum adjacent channel interference (ACT).

As indicated in Table 1, the modem was designed to meet performance
specifications which are compatible with the existing INTELSAT TDMA/
digital speech interpolation (DSI) or satellite-switched (ss)-TDMA system
specifications. The modem was developed as a proof-of-concept breadboard,
with emphasis on performance and power consumption. The size, weight,
reliability, and thermal stability requirements of flight hardware can also be
met by specific circuit implementations, such as using GaAs monolithic
microwave integrated circuits (MMIC5).

TABLE 1. SPECIFICATION OF THE 120-MBIT/S QPSK ON-BOARD

DEMODULATOR

Bit Rate 120-Mbit/s QPSK

Channel Spacing 80 MHz

Transmission Mode TDMA

Frame Length 2 n)s

Preamble (CW portion) 48 symbols
(1010 ... portion) 128 symbols

Receive Frequency 3.95 GHz, ± tO kHz

Receiver Dynamic Range 13 dB

RE Output (recovered carrier) > -10 dBm

Baseband Outputs (1, Q, clock) ECL, rise-fall times < 2 as
BER (measured in a 64-symbol window at E„1N° _
after the UW)

<5 X 10 6.5 dB
<I X 10 ° 10 dB
<I x 10-° 12.9 dB
<1 x 10' 14 dB

<I X lo` 14.5 dB

Probability of Missing UW <1 X 10g at L5/No = 7 dB

Probability of Carrier Cycle Slips <1 per 10,000 at Ea/N„ = 7 dB

Bit-Timing Jitter «I ns

Clock Cycle Slips at E„/N, = 7 dB <1 in 10'

Weight 3 kg

Power 3W

Size 5 x5 x 5 in.

Temperature Range 10° to 40°C
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Receive filter design and implementation

To satisfy interchannel spacings of 80 MHz, the earth station transmit
signals must be band-limited to minimize ACI. Therefore, a square-root
Nyquist filter with x/sin x compensation and 40-percent rolloff is used in
earth stations ahead of the high-power amplifier (HPA). The HPA is operated
nominally at 10-dB input backoff to limit spectral regrowth. In this manner,
the up-link behaves approximately as a linear additive white Gaussian noise
(AWGN) channel. Using the matched filter design approach [31, the on-board
demodulator receive filter is required to match the up-link transmit channel,
and hence have a 40-percent root Nyquist response. When filtering is
performed at microwave frequencies, channel demultiplexing and matching
can be accomplished simultaneously.

An eight-pole, dual-mode filter (Figure 3) with dielectrically loaded circular
cavities was designed using the predistortion techniques developed by
Williams et at. [4]. Its amplitude response approximates that of a 40-percent
root Nyquist filter. By using the response characteristics of this filter in the
channel simulation program [5], the BER performance curve shown in
Figure 4 was obtained for the linear AWGN channel. Typical INTELSAT
modulator filter response was used in the simulation 16]. From these data, it
was concluded that the designed filter would perform satisfactorily as an
on-board matched receive filter.

Coherent demodulator design and implementation
The demodulator is composed of circuits that are used to recover the carrier

and the symbol timing clock, detect in-phase and quadrature symbols, and

SAT LABORATORIES CLARKS.BURG, MD. 2

Figure 3. 8-Pole, Self-Equalized, Dielectrically Loaded Receive Filter
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Figure 4. Computed BER Characteristics of a CQPSK Channel Using the
Receive Filter of Figure 3

regenerate these symbols by employing mid-bit sampling. Various schemes 171,
such as multiply/divide-by-4 (X4), reverse modulation loop (amt.), and Costas
loop, allow recovery of the carrier from a QPSK signal. In a TDMA system,
carrier frequency and phase must be recovered during the preamble portion
of every burst before the unique word (uw) arrives, and the carrier phase
must be maintained over the entire burst duration. The former defines the
phase acquisition time and the latter establishes cycle slipping requirements
for the carrier. Issues related to the carrier recovery schemes for TDMA

applications will be briefly reviewed.
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Carrier recovery by the X4 method

in this method, the QPSK signal is applied to a nonlinear device, causing
the fourth harmonic of the carrier frequency to appear at the output 181. The
carrier-to-noise ratio (C/N) at the output is degraded by approximately
12 dB from that of the input. Therefore, the variance of the phase jitter must
be considerably reduced before the reconstructed carrier can be used for
detection 171. Although division by 4 will cause an improvement of 12 dB,
the carrier phase noise must be reduced to a minimum prior to the division.

The C/N of the recovered carrier can be improved either by employing a
phase-locked loop (PLI,) whose bandwidth will determine the phase jitter
variance of the carrier, or by using a very narrowhand filter (300 to 500 kHz)
at the multiplier output. Both approaches have certain advantages and

limitations.
To meet the uw-miss detection probability requirements of the TDMA

system, the Pit, must be designed with a much wider bandwidth so that
occasional hangups can be overcome before the uw arrives 191. Because
division by 4 can be accomplished using the fourth harmonic of the voltage-
controlled oscillator (vco) at the phase detector port, this system does not
necessarily require down-conversion. On the other hand, the passive bandpass
filter approach requires down-conversion in order to implement submegahertz
bandwidths, which are realizable in small size only at low frequencies.
Furthermore, substantial gain is needed to drive the divider, since the fourth
harmonic power level is generally quite low. This approach, which does not
have acquisition problems, has been used (with several modifications) in
earth station QPSK modems [ 101. For spacecraft applications, the X4 method
with down-conversion has been used along with narrowband filtering [I I].

Carrier recovery by Costas loop

This approach, which incorporates a PLL whose phase error correction
signal is derived from the detected bits by cross-multiplication of haseband
signals 171, is best suited for continuous-mode, low-bit-rate digital modems.
Although analog implementation is possible, it may require substantial
hardware merely for carrier recovery [12]. From a hardware viewpoint, this
scheme does not compete with either the X4 or amt, methods.

Carrier recovery by RML

An RML [7],[13] operating at 4 GHz was used in the modem developed
by COMSAT. Figure 5a is a block diagram of this design. Unlike the previous
approaches, a quadrature phase detector (QPD), an RP QPSK modulator, and
a PLL are required. The underlying principle is to detect the I and Q data

streams and use this information to drive two QPSK modulators (whose other
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inputs are the incoming modulated signals delayed in time) and to align this
incoming RE portion with the generated bits. In this way, a continuous-wave
(cw) carrier with pattern noise will appear at the output of the modulator. A
vco phase-locked to this carrier will maintain the desired coherence.

A comparison of Figures 5a and 5b reveals that the amount of hardware
required for the RML is much less than for the X4 technique because there
is no need for down-conversion and RE amplification. Furthermore, since the

CPSK
MOD

(a) Reverse Modulation Loop Carrier Recovery

BW = 300 KHz
to = 60 MHz

CPSK
DEMOD

(b) Multiply -by-4, Divide-by-4 Carr ier Recovery

Figure 5. Candidate Approaches, for Coherent QPSK Demodulation
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hardware consists exclusively of microwave , digital , and DC circuits, it has
the potential of being realized as MMte modules, with the consequent reduction
of mass and power and a significant increase in reliability. This approach
requires a very stable vco (4 X 10-b) and careful design of the ELL to
compensate for hangup effects while meeting the cycle slipping requirements.

RDlL demodulator design parameters

The RML can be viewed as an ordinary PLL with a sophisticated phase
detector. In Figure 6a, the RML phase detector is defined by identifying the
local oscillator (Lo) port, RF port, and output port. A PLL constructed as
shown in Figure 6b will produce the RML. To simplify the explanation,
parasitic delays due to hardware implementation (which must he balanced
for satisfactory operation of the RML) have been ignored. These delays arc
discussed in the Appendix.

The characteristics of the RML phase detector must be deduced in order to
understand the loop dynamics and the mechanism of recovering the carrier
from the QPSK signal. Typically, phase detector characteristics are obtained
by applying coherent cw signals to the Lo and RF input ports of the detector
and plotting the output voltage as a function of the phase difference between
these signals. The RML phase detector characteristics are similarly determined
from Figure 6a by finding V„ = sin (0 + 4)) as a function of 0, where 0 is
the instantaneous phase modulation of the incoming signal, and 4) is the
detected phase at the output of the demodulator.

Variation in 0 over a range of 0° to 360°, with limiters at the outputs of
the QPD, generates the QPD truth table. Meanwhile, the QPSK modulator
causes phase shift do at the output (with reference to the inputs) according to
the modulator truth table. Note that 4) can only be 45°, 135°, -135°, or
-45°. Beginning with the range 0° < 0 < 90°, QPD outputs are A = I and
B = - 1. This combination yields a modulator phase shift 4) _ -45°.
Thus, the output signal, Vv, varies sinusoidally from I/V to 1 /\5 V. In
the next range, 90° < 0 < 180°, QPD outputs are A = - I and B = - 1,
yielding 4) = - 135°. The voltage again varies from - l/\ to I/ \/_2 V,
causing a discontinuity at 8 = 90°. The entire cycle can be completed.
resulting in the characteristic shown in Figure 7.

In the event that the input is a QPSK signal and the loop has acquired, the
angle 8 will have values of 45°, 135°, -135°, or -45° in any symbol
duration. It can be verified that for each value, the phase angle (0 + (,) of
the output signal from the modulator is 0°, which means that the modulator
output is at the desired cw carrier. Thus, the remodulation process automat-
ically strips off the modulation from the carrier. Furthermore, no additional
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QPD is needed to generate the bits since they are already available in the
remodulation process, in contrast to the X4 circuit where a QPD is not part

of the carrier recovery circuit.
Because the characteristic of the RML phase detector has positive slopes

with sharp discontinuities at 900 intervals, it is naturally resistant to hang-
ups [9]. In the presence of noise at the phase detector input, the characteristic
is smoothed out as shown by the dotted lines of Figure 7. The dotted curve
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has both positive and negative slope regions. The effects of noise on the
phase detector characteristic have been analyzed elsewhere [14]. Although
regions with negative slopes lead to the possibility of hangup, the frequency
of such events is greatly reduced compared to the case of a sinusoidal phase
detector whose 0° to 360° interval contains 50-percent negative slopes.

Design of the PLL : phase acquisition and cycle slips

Three essential requirements must be satisfied by the PLL. First, the loop
must acquire carrier phase before the arrival of the uw. Second, the loop
should have a low frequency of slipped cycles, and third, the loop must be
stable. Loop stability is related to the finite delay (<6 ns) that will exist
between the input of the demodulator and the baseband outputs. The Appendix
indicates that delays of such small magnitude do not pose stability problems.

It is evident from the characteristic shown in Figure 7 that the zero

crossings with positive slopes (0 = 0°, 90°, 180°, 270°) are the stable points

of the PLL operation. For a given initial condition of phase and frequency,

the loop will settle at any one of these points, thereby giving four-phase

ambiguity. This ambiguity is resolved by uw comparison, as described by [15].

Moreover, the principal range (- 45° < 0 < 45°) is such that the characteristic

can be approximated by a sawtooth curve over 90 percent of this range,

making it possible to utilize analytical results based on a linear approximation
of PLL.

Open-loop gain

The BER performance of the demodulator depends on the static phase error
(B,), which therefore must be minimized. For QPSK, this error cannot be
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more than - 1°, since a ±2° phase imbalance has already been allowed for
the modulated received signal. Using a - 10 kHz uncertainty in the received
carrier and ± 20 kHz in the vco, the net frequency offset (Af) can be ±30 kHz.

The OC loop gain (velocity constant) K, can be obtained by

v A 2wAf
= 10.8 rad MHz

0,
(1)

Since a second-order PILL with lag-lead filter (shown in Figure 6b) is used,

F(0) = 1. The open-loop gain, K, obtained from the above by K,. = KF(0)

is also 10.8 rad MHz/rad. Although this value does not take into account
the slight gain suppression that occurs near the ±45° edge of the phase
detector characteristics, the value will be maintained for design purposes.

Noise bandwidth

The second critical parameter is the noise bandwidth of the loop, BL. The
BER degradation, cycle slipping, and acquisition time are all related to the

noise bandwidth. An increase in BL causes an increase in the occurrence of

cycle slips and BER degradation, but reduces the acquisition time for a given

E,/N„ at the input. Therefore, it is necessary to select B, such that all

specifications in Table I are met.
Essentially, three parameters must be satisfied by the choice of the variable

B,,. The initial estimate of BL is obtained by choosing a value such that the

acquisition time is much less than the duration of the total preamble. (A
safety factor of 4 was chosen to accommodate the effects of hangup.) Based
on the preamble format, the design value of the acquisition time [defined as
the time in which the phase error will fall below 0.5° (absolute) from the
instant when a frequency step is applied to the input] is 733 ns. The details
of the computations and choice of damping constant (presented in the
Appendix) yield the design values for the loop indicated in Table 2.

TABLE 2. DESIGN PARAMETERS Or THE PLL

Loop Bandwidth, B,
Open-Loop Gain, K
Natural Frequency. w„
Damping Constant

Loop Signal - to-Noise Ratio'
tons Phase litter
R,

R,

C

1.50 MHz

10.8 rad MHz/tad
24 rad kHz
125

25 dB

0.063 rad

1.8 kit

2.2 kit

4.7 itF

* Include, the effect of pattern noise, which degrades the C/N,, at the modulator output by at

most I dB.

The choice of 1.5 MHz for the loop bandwidth produced a negligible
amount of BER degradation caused by phase noise. Because of the nature of
the phase detector characteristic in the presence of noise, the cycle slipping
statistics are difficult to analyze. According to the estimates given in Refer-
ence 6, the frequency of occurrence of cycle slipping should be within the
specifications by a substantial margin. However, measurements indicated
that this margin was only 0.3 dB at best.

Implementation of KNIt

The RML was implemented by using microstrip circuit design on alumina
substrate. Figure 8 depicts the breadboard layout. The demodulator/
remodulator unit is shown in Figure 9, and the clock recovery and sampling
units are illustrated in Figure 10. The delay lines were fabricated of UT-85
semi-rigid cables, with lengths determined by actual delay measurement
between the points needing compensation.

Figure 8. Breadboard Layout of the CQPSK RML Demodulator



36 COMSAT TECHNICAL REVIEW VOLUME 17 NUMBER 1. SPRING 1987

(a) Top View ( RF Circuit)

(b) Bottom View (Baseband Circuit)

Figure 9. Demodulator/Remodulator Circuit
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(a) Top View

(b) Bottom View

Figure 10. Clock Recovery and Retuning Circuit
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Initial tuning was accomplished by first driving the demodulator unit by
hard-wired carrier and minimizing the BERs on both the 1 and Q channels.
The spectrum of the modulator output (Figure 11 ) was observed , and the C/N,,

was measured and compared to the CIN at the input of the demodulator.

For optimum delay compensation , the C /N,, at the output of the modulator
should be degraded by no more than I dB for an input Eh/N° of 7 dB and a

(223 - I) random bit pattern.
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Figure 11. Spectra of the RML Modulator Output With and Without AWGN
(Eb/N° = 7 dB)

Next, the PLL was implemented using a dielectrically stabilized vco with
a stability of -300 kHz over a 10° to 40°C temperature range. The phase
detector and vco driver amplifier were designed to give approximately
K = 12 rad MHz/rad for an Rt: signal (modulator output) level between - 18
and - 20 dBm. The value of K is 12 instead of 10.8 to account for gain

suppression in the feedback path and detector output.
The clock recovery and retiming circuit was implemented using a 60-MHz,

800-kHz bandwidth bandpass filter after an envelope detector. The output of
the filter is amplified and applied to a gate oscillator operating in an injection
lock mode. The output of the oscillator is then limited and used to retime
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the waveforms at the output of the demodulator. Figure 12 is a circuit diagram
of the clock recovery unit. The circuit can successfully retime up to 30
symbols of constant phase without degradation at an F_,,/N„ of 10 dB. The
unit shown in Figure 8 consumes less than 3.3 W of DC power and requires
5, -5.2, and 12-V supplies.

Transmitter design and implementation

The transmitter consists of the modulator and the pulse-shaping filter. The
QPSK modulator has been described elsewhere 116j and is based on a dual-
BPSK, parallel implementation design. It is EcL-compatible, with an amplitude
imbalance <±0.2 dB and a phase imbalance of <±2°

The pulse-shaping filter that follows the modulator was principally designed
for hardware simulation of a typical up-link communications channel. It was
designed using the predistortion approach 141, and in this case a six-pole
filter and a four-pole equalizer were selected to meet the amplitude and group
delay response requirements. A single eight-pole filter was also considered:
however, its group delay response and out-of-band rejection were marginal.
Figure 13 shows the measured amplitude and group delay response of this
filter.

Whether or not such a filter can be used on board a satellite, ahead of the
EWTA, is a matter of hardware and performance tradeoff. Since the down-
link is nonlinear because the TWTA operates at saturation, pulse-shaping on
the transmit side does not substantially improve the performance, as dem-
onstrated by the simulation results of Table 3.

Simulation was performed for two cases: one with INTELSAT transmit
filter response (which uses x/sin x pulse shaping), and the other with a simple
five-pole wideband filter. Input backoffs were adjusted to deliver the same
modulated output power from the'rWTA. The transponder output multiplexer
filter had a 74-MHz equiripple bandwidth, and ACt effects were included in
the simulation. Comparing the two columns of Table 3 reveals that pulse
shaping produces a 0.4-dB improvement at BER I x 10 ". From a hardware
viewpoint, a viable tradeoff may lead to using a wideband filter ahead of the
TWTA, instead of a more complex and group delay equalized pulse-shaping
filter.

Modem performance

Figure 14 shows the measurement setup used for initial tuning and
determination of BER performance and cycle slipping probability. The data
generator outputs I and Q data streams that modulate a 3.95-GHz carrier.
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I I I I I I I I
3,910 3 , 918 3,926 3.934 3,942 3 , 950 3 ,958 3,966 3 ,974 3,982 3,990

FREQUENCY (MHz)

Figure 13. Frequency Response of the Microwave Transmit Filter That
Approximates xlsin x Times 40% Root Nyquist Compensation

TABLE 3. BER PERFORMANCE OF A NONLINEAR CHANNEL

DEGRADATION FROM

IDEAL (dB)

BER

WITH WITHOUT

PULSE PULSE

SHAPING SHAPING

10-3 0.4 0.5

10-y 0.6 0.9

10-" 0.9 1.3

The modulator output is pulse-shaped and band-limited by the transmit filter.
Noise added to the signal is applied to the demodulator after linear
amplification. Carrier power at the input of the demodulator is in the range
of -2 to 0 dBm. The EbINC, is adjusted by measuring the power of the
modulated signal and noise separately through a precalibrated filter of noise
bandwidth 83 MHz. The BERs of the demodulated L and 0 channels are
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measured, with the average value giving the overall system BER. The
recovered carrier, which is also available, is applied to a phase detector
driven by the signal source. The output of the phase detector has four levels,
which are recorded on a chart. Transition from one phase state to another is
the cycle slip event.

Figure 15 compares the measured BER performance of the communications
channel using the demodulator and the receive filter, with simulations using
the Tx and RX filter data and theoretically ideal QPSK. The simulated curve
is for performance obtained by using the measured characteristics of the
transmit and receive filters in a linear single channel model in CHAMP [5].
From these curves, it can be deduced that the channel response causes about
0.5 dB of degradation, with an additional 0.4 dB of degradation caused by
the hardware of the demodulator, giving a total degradation of 0.9 dB from
the ideal at a BER of I x 10-4. At a BER of I x 10-7, the total degradation
from ideal is 1.5 dB.
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Figure 15. Measured BER Performance of the RML
Demodulator
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Next, the loop bandwidth of the filter was adjusted by varying RI and R,
and observing the cycle slips. The widest loop bandwidth that would give
a reasonable margin on the cycle slip was obtained at R, = 2.1 kit and
R, = 2 kit. These values were held constant in all successive measurements.
The vco signal output for these values is shown in Figure 16.

war •16.6 Ar"k is r

as-a M.--......

wMMOMMOMMM
n......--.

MWENNUMEMMI

Figure 16. Spectra of the VCO Output After Acquisition With and Without

AWGN (E,/N,, = 7 dB)

Cycle slipping performance was plotted on a recorder over a long period
of measurement time. Measurements were made up to an Ej,IN, of 7 dB, as

shown in Figure 17. The statistics at Ed,IN,, = 6.5 dB were obtained over a

total measurement time of 4.2 hours, while the point at 7 dB was obtained

over a total time of 20 hours.
Figure 18 depicts the measurement setup used to determine the probability

of missing a uw. In this setup, the RE burst was obtained by switching
between two carriers from separate sources. A specially designed burst
generator was used to transmit and receive the baseband for the INTELSAT
preamble and uw, to perform uw correlation, and to count the missed events
by estimating the output of the correlator. The generator also outputs a start-
of-burst pulse that can be used to switch the carriers.

10-1

0

1o-4

1o-5

7.0

Figure 17. Cycle Slipping Rate of the RML Demodulator Measured in a
Continuous Mode
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Figure 18. Test Setup for UW-Miss Detection Measurements
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Carrier power was set constant and equal for both sources, and measure-

ments were perforated at various EjjN„ values. The results, shown in

Figure 19, reveal nearly a 0.5-dB margin in the uw-miss probability above

the INTELSAT specification.

60 6.5 70 7.5

Eb/No (dB)

Figure 19. Measured UW-Miss Detection Probability of the RML
Demodulator

Conclusions

A 120-Mbit/s QPSK modem for on-board satellite applications has been
described, and the design criteria, circuit layout, and measured performance
of the demodulator (the most critical part of the modem) have been presented.
Other parts of the modem, such as the receive filter, transmit filter, and

modulator, were briefly described.
By using an RML carrier recovery circuit and conventional PLL design, a

simple hardware configuration was developed which meets the TDMA acqui-
sition specifications and cycle-slip requirements. The agreement between the
initial design values of R, and R, (1.8 and 2.2 kub, respectively) and the
experimentally adjusted values of 2.1 and 2 kO, respectively, confirmed that
the choice of noise bandwidth and damping constant could he determined by
using conventional PLL design techniques based on linear models. The
demodulator's low power consumption (3.3 W), coupled with the fact that
most of the components can be developed using microstrip circuits which
have the potential of being realized in GaAs MMTC technology, render the

design feasible for spacecraft applications.
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Appendix . Analysis for RML loop dynamics

Compensation for parasitic delays

Since real-life devices have a non-zero propagation delay through them,
the proper timing of the RML is crucial for successful design. Parasitic and
compensating delays for the RML (see Figure A- I) were designated as follows:

Parasitic Delays
• Demodulator-Limiter T2
• Reverse Modulator Ts
• Phase Detector and Amplifier/Loop Filter T4

Compensation Delays
• Transmission Line to the Reverse Modulator TI
• Transmission Line From the vco to the Phase Detector T5

The signal at the input of the phase detector is

c(t) = cos [a(t - T, - T,) + 9(t - T, - T,) + d,(t - T, T,)] (A-1)

where a(t) = 2arfnt and the input to the vco is

p(t) =sin[ait- T,-T,-T4)+ 9(t-T,-T3-T4)

+ (^(t - T2 T, T,) - t(t - T, - TS)] (A-2)

The conditions for correct synchronization are

T, + T, + T4 = T2 + T, + T, = T4 + TS . (A-3)

or

T, = T2 (A-4a)

Ts = T, + T, . (A-4b)
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Figure A-1 . Practical Implementation of the RML Demodulator Highlighting
the Delays of the Various Paths

The delay T4 through the phase detector/amplifier/loop filter/vco does not
affect the synchronization, but does affect through-the-loop stability. The
proposed RML operates at microwave frequencies. Since microwave mixers
and amplifiers are wideband circuits, their parasitic delay is much smaller
than that of baseband circuits such as limiters and modulator drivers. With
Ti << T,, the conditions for proper synchronization are

T, = T, = T, . (A-5)

This means that two transmission lines are needed, one at the input of the
reverse modulator and the other at the input of the phase detector, to
compensate for the parasitic delay (T2) of the baseband circuits.
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Estimation of acquisition time

Although the sawtooth phase detector characteristic is nonlinear, an
analytical solution to the problem can be found since each continuous branch
is linear. First, it is assumed that the loop does not slip cycle during
acquisition. The design is based on a second-order loop with a passive lag-

lead filter (shown in Figure 4b), with transfer function

ST, + 1

F(s) ST, + I
(A-6)

where T, = RC

T, _ (R, + R,)C

If K denotes the open-loop gain, then the closed-loop transfer function is

H(s) _
KF(s) _ s(2Cw,, - w;,/K) + w;,

s + KF(s) s2 + 2si;w„ + w
(A-7)

where co = KIT,

2^w„ _ (I + KT,) IT,

The phase error, E(s), and the phase of the incoming signal, t(s), are related

as

E(s) = U - H(s) I cb(s) = s + KF(s) ?(s) .
(A-8)

The time required for frequency and/or phase acquisition is of paramount
importance. Assuming an arbitrary frequency jump ([1) and phase jump (())
in the incoming signal, these jumps correspond to the variation of the signal
from burst to burst, or to the initial acquisition of the signal after turning on

the modem. Thus,

4)=4)(t)=fIt+&

or

qb(s)-S1+-L (A-9)
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E(s) )\^+k)
s+KFs sz s

(s + w,2,/K)d2 (s + w,/K)4),,
s(c2 + 2s^w„ + w ) s'- + 2sEw„ + wj

To find the inverse Laplace transform of E(s), the right-hand side of
equation (A-10) is expanded into partial fractions. Collecting the similar
terms yields

E(t) - K I + 2w I (K - Pi) exp (-P2t)
2 1

- (K - P,) exP ( -P't) I }

+ w;

2w„ (K J)) cxP (-P")

exp (-pit)I

where p, and P2 are the roots of s2 + 2s^w,, + w„ = 0, and

P1,2 - W, ± V 5- I) .

This solution is valid whether >; > 1 or ^ < I. When ^ > I, p, and p,
are real numbers: when ^ < I, they are complex. To aid in both the phase
and frequency acquisitions of the loop, oscillations that might lead to cycle
slippage should be avoided: hence, the loop should he such that E > 1.

If i; >> I, equation (A-I 1) can be simplified by using the approximations

^+v/^'-I=2>;

- 1 z
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hence

E(t) ex p
J \+ \w. 22S p/ \2 K 2E

In equation (A-14), the first term represents the steady-state phase tracking
error. Thus for a given fI, the loop gain K should be large enough to maintain
the steady-state phase error within tolerable limits. The time constants in (A- 14)
[i.e., (2i;/w„) and (1/2^w„)j should be selected so that both the short-term
(burst-to-burst) and long-term initial frequency offset (temperature-dependent)

have a minimal effect on the phase acquisition.

(b., 25w^^ ^l
- 2K) eXP ( 2 w,,1) A 14)
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Thus,

Tr
w,=K- (A-l8)

The phase of G(jw,) can now be calculated as follows:

arc G( jw,) =arc tan (w,T2) - arc tan (w,T,) - 2 - w,T, (A-19)

From equation (A-18) it is obvious that w, >> 1 / T„ 1/T2; therefore, both
arc tangents are approximately Tr/2 and the phase angle of G becomes

'I -
arc G (Jw,) ° -2 - w,Tr. = - 2 - KT, T (A-20)

Loop stability

It remains to show that the loop is stable with these parameters, even if
the effective loop delay is not zero. The Bode-Nyquist criterion states that
if the denominator of the transfer function is written as 1 + G(s), then the

loop is stable as long as IG(jw)I < 1 whenever arc G(jw) < -'Ir. In the

present case

Now

G(s) = K
F(s)

exp(-sTL)
S

_ ST, + 1 15

K_(TT' + 1)
exp(-sTr) (A- )

(,,,,)2 + 1/
2

1
G(jw)I = K{w2R(wT,)2 + 1J

(A-16)

and since

the frequency point w, where IG(jw,)I = I must be on the order of K, as

Equation (A-20) gives the maximum loop delay for a given set of K, T1,
T2 as

- K -max (T,) 2 = _17

or

max (T) = - T,
2 KT,

(A-21)

Equation (A-21) shows that the larger the open - loop gain , K, the smaller the
loop delay must be for the loop to remain stable. With K = 10.8 rad MHz/rad
and (T, /T,) = 2,

max T, = 290 ns

This number is so much larger than the number being used in the design
described here (i.e., T, is on the order of a few nanoseconds) that the loop
is definitely stable.

K T2

I = IG(iw,)I = - . ( )
wx T, A- 17
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An adaptive equalizer for 120 -Mbit/s
QPSK transmission

J. M. KAEPES

(Manuscript received June 5, 19x6)

Abstract

A hardware implementation of an adaptive equalizer for use with 120-Mbit/s burst
mode QPSK systems is described. Equalization is performed at IF by a three-tap
transversal equalizer. Eye pattern distortion is detected at baseband and correlated
with in-phase and quadrature data to determine equalizer tap weights. The ability of
this equalizer to compensate for the effects of amplitude and group delay distortion

on bit error rate performance was evaluated by testing with distortion present in both
linear and nonlinear channel configurations. The adaptive equalizer achieved significant
performance improvement for nearly all test conditions. Measurements were also
performed in the burst mode using multiple distortion paths and coefficient memories
to demonstrate the potential applicability of the equalizer in the INTELSAT time-
division multiple-access system.

Introduction

The increased transmission of widehand digital data over satellite links
has led to a need for improved channel equalization. In general, transmission
bit rates have been selected to make maximum use of the channel by
occupying the entire channel bandwidth. In the case of the INTELSAT v and vi
transponders, the usable bandwidth is 72 MHz and a bit rate of 120 Mbitls
is being supported using QPSK modulation. Amplitude and group delay
distortion requirements for this system, as specified in INTELSAT document

55



56 COMSATTECIINICALREVIEW VOLUME IV NUMBER 1, SPRING 1987 1 ADAP riVF.EQUALIZER FOR 130-IM r/S QPSK 57

BG-42-65, are quite stringent . A number of elements in the transmission
path , both in the earth station and in the satellite , which introduce negligible
distortion when relatively narrow bandwidth frequency-division multiple-
access (FDMA )/FM carriers carrying frequency - division multiplexed (FDM)
voice channels are used , can cause significant degradation in wideband QPSK
systems. The most straightforward technique for correcting this distortion
employs fixed equalizers selected to yield a flat amplitude and group delay
response over the frequency band of interest . Also, adjustable equalizers in
the form of IF transversal equalizers have been used for fine-tuning the system
response . Due to the nonlinear operation of the satellite traveling wave tube
amplifier (TWrA), separate equalization must be provided on the up- and
down - links to achieve optimal performance.

One problem associated with equalizing for flat amplitude and group delay
response using currently available equipment is the necessity for placing the
system being equalized in an off-line or test mode. Although this poses no
problem for initial setup , once the system is operational it is undesirable to
interrupt traffic for equalization changes which may be required due to
equipment replacement or aging. The transversal equalizer avoids this problem
because it can be adjusted without interrupting the circuit . Currently,
transversal equalizers are adjusted in one of three ways: for flattest amplitude
and group delay, for minimum bit error rate (BER), or for maximum eye
openings of the I and Q quadrature components of the received analog data
signal . The adaptive equalizer implementation was based on the latter
technique , which is the only one that does not require transmission of a
special test signal . This approach is equivalent to minimizing intersymbol
interference (1st).

Transversal equalizer structure and characteristics

Figure I is a block diagram of a three-tap transversal equalizer. The
equalizer consists of two delay lines of delay T, where T is the symbol
period, with taps before and after each delay. At each tap position, the
signal is split and passed through an in-phase (c,) and quadrature-phase (d,)
attenuator. By varying these attenuators, a replica of the signal present at
that tap location (with variable magnitude and phase) can be obtained at the
equalizer output.

Choosing the delay lines to be one symbol time enables this circuit to
remove isi which originated from adjacent symbols, as shown graphically
by the signal phase diagram of Figure 2. The vector represented by R0
corresponds to the undistorted received phase of the current symbol (0,1).
The vector R+, corresponds to the received phase of the preceding symbol

Figure 1. IF Transversal Equalizer

OUTPUT

Figure 2. Effect of ISI Due to Preceding Symbol, R, I, on
Received Symbol, R.
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and the vector IS/ -, represents the Is] to the current symbol caused
by R+,. Vector Rn is the received signal with the effects of 151+, shown.

Vector IS1, I can result from non-ideal pulse shaping at baseband or from

both linear and nonlinear distortions in the transmission path. (Note that

ISI occurs one symbol time after R+,, that is, at the time the decision is

being made on Rn.)
Reviewing the transversal structure shown in Figure I , the signal at the

output of the second delay line, R,, is available with any desired phase,
depending on the values of c „ and d,,, and thus can he used to cancel

1ST,. This is illustrated in Figure 3, which shows R, , and IS1, , and the

vectors resulting from adjusting e„ while holding d„ equal to zero, and
vice-versa. Thee „ axis is aligned with the R+, vector, which simplifies the
analysis as well as the hardware implementation. By proper selection of e , ,
and d. ,, a vector can be generated which exactly cancels out 151.,. The
adaptive equalizer uses measured 1st to obtain the optimum settings for the

transversal equalizer coefficients.

a

c +t
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Determination of IF coefficients from measured
baseband ISI

Mattis, Wolejsza, and Baker [1] have derived a set of equations and a
system configuration which is capable of determining the coefficient values
for the transversal equalizer from baseband distortion information. Their
analysis was based on a minimum-mean-square-error approach and resulted
in a system configuration which is the basis for the current development.
With this work as a starting point. a realizable circuit implementation was
developed and an alternate, more intuitive, approach to obtaining the equalizer
tap coefficients was derived. This derivation also offers insight into the
required circuit phase calibrations.

The first step in this equalization scheme is to determine the tst present in
the quadrature components of the received analog signal (1 and Q). The isi
is demonstrated in Figure 4 by observing the effects of group delay distortion
on the 1-channel eye pattern. These eye patterns were obtained by overlapping
many traces of the baseband analog waveform, first with no added distortion
(Figure 4a) and then with 8-ns/72-MHz linear group delay distortion added
in the rt. chain (Figure 4b). The effect of this distortion on the eye pattern
can he gauged by observing the increased spreading of the voltage at the
sampling instant in Figure 4b. This spreading reduces the voltage difference
between a one and a zero, with a resulting degradation of HER performance.

To determine the 1st present in the received analog waveforms, the
quadrature components of the received analog signals were threshold-detected
to obtain the expected value of the transmitted data. Figure 5 shows this
process schematically. The difference between the analog data signal and the
expected value is sampled at the optimum sampling point (corresponding to

2 ns

t

Figure 3. Phase Relationship Between R+, and Coordinate System

(d+I, c„)

SAMPLING POINT

(a) I-Channel Eye Pattern, No Distortion

SAMPLING POINT

(b) I-Channel Eye Pattern with 8-ns/72-MHz
Linear Group Delay Distortion

Figure 4. I-Channel Eye Patterns With and Without Added Distortion
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HARD LIMITER
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SAMPLED
DISTORTION

SAMPLING CLOCK
(NEAR MAX EYE OPENING)

Figure 5. Eye Pattern Distortion Detection Functional Diagram for the
Baseband I-Channel

the maximum eye opening) in order to derive the total is1 at the sampling
instant. The result is a value of tsi in the I channel (e,) and in the Q channel
(eQ). To illustrate these values, consider the isi resulting from R+I, labeled

1SI+1 in Figure 6. This may be considered to be the resultant of distortion
components e, and eQ or the desired coefficient values ed, and e,+I required

to cancel out 1S1+I. To determine the latter component values, the e, and eQ

components must be transformed from the !, Q coordinate system to the d+ I,
c+, coordinate system. This latter system changes its orientation with respect
to the 1, Q system, depending on the value of R+, (the last received symbol).

Consequently, the transformation will not be fixed.
Referring to the notation of Figure 6,

e,.+1 = r[cos 0] (1)

ed+I = -r[sin B] (2)

can be written, where ed+1 and e, are the components of 1S1+I in the d+I,

c,, coordinate system, r is the magnitude of IS!+I, and 0 is the angle of

ISI, I with respect to R,. Expressing e, and eQ, the measured values of isi,

in terms of the above variables and the angle 4), the angle of R , , with respect

to the I axis is

E, = r[cos (0 + I)] = r[cos 0 cos 4) - sin 0 sin 4)] (3)

EQ = r[sin (0 + 4))] = r[sin 0 cos 4) + cos 0 sin 4)l . (4)

Figure 6. Components of IS!+, in (I, Q) and (d , I , c., I) Coordinate
Systems

Resolving R+1 into its I and Q components (which correspond to the received
in-phase and quadrature bits) and defining ^R+II = 1 yields

R3+I = IR+II Jens 4l cos

RQ +I = IR, II [sin 4)] = sin d,
(5)

(6)

Substituting equations (I), (2), (5), and (6) into equations (3) and (4) gives

e)= e,+IR,+I +ed+IRQ+I (7)
eQ = e, + I RQ,I - ed +I R,+I

Solving for e,
+I and ed +I yields

(8)

er+1 = efR, +I + eQRQ+I (9)
ed+I = e,RQ+I - e,,R,+I (10)

Equations can be derived for the other tap coefficients in the same way,
resulting in the following general equations:
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e,,, = e,R„ + e0RQ, (11)

en1, = e,RQJ - eeR,i

These values of the components along the c, and d, axis represent the final

values which would be required to completely eliminate ist originating from
the R, symbol. Once the attenuators of the transversal equalizer are set to
these values, an evaluation of equations (I I) and (12) will yield zero for eq
and e,i,,. Any further changes in transmission path distortion will result in
positive or negative values for the correlation products of equations (11) and
(12), which give the direction in which the coefficients should he adjusted

to minimize Isl. Mattis, Wolejsza, and Baker termed these quantities error

gradients, which gives a good intuitive indication of their role. In the actual

implementation. the values of e,.1 and e,,, are arrived at by a steepest-descent

algorithm in which the correlation products are used to determine the direction
in which the equalizer coefficients should be adjusted. Adjustments are made

by adding or subtracting a fixed increment.
In practice, there is no way to separate out the tsi which originates from

any given symbol. The quantities labeled e, and er, actually contain the isi
from all sources. However, it is possible to determine the averages of the
quantities in equations (I1) and (12), such as e,R,_,. For example, by

multiplying the measured tsi in the 1 channel (e,) by the received I data bit

delayed one symbol time (R,_,) and averaging the resulting products, the
error can effectively be correlated with the data bit from which it originated.
If no component of e, was caused by R„ „ then the average of the product

will be

N
e, IR, 0

(12)

(13)

since the two terms are uncorretated. Correlated products will give a nonzero

average and can be combined according to equations (II) and (12) to

determine values for e, and er,;.
The coefficients of the transversal equalizer displaced by one delay time

from the center tap are used to cancel Isl from the previous and following
symbols. The center tap coefficients vary the magnitude and phase of the
main IF signal. For the current implementation, the center tap coefficients
were kept fixed to eliminate any rotation of the phase of the main IF signal.
However, it is useful to calculate the correlation product, which corresponds

to the it signed amplitude as

= e,R, + eQRQ (14)
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since this quantity can be used as an accurate automatic gain control (ACC)
signal.

Figure 7 is a block diagram showing generation of the error gradient
signals. The demodulated I and Q analog data channels are each split into
two paths. In one path, the signal is threshold-detected to provide a data
estimate. These data estimates are passed through the delay lines labeled T
in the figure, thereby storing three successive symbols which correspond to
R_„ R0, and R . In the other path, the distortion signals e, and et, are
determined. As indicated, the distortion values in each channel are multiplied
by the data in the same channel as well as by the data in the other channel
for all three stored symbols. After multiplication and summing, as indicated
in equations (II) and (12), the signals are averaged to provide the error
gradients. A detailed description of the equalizer hardware follows.

Hardware implementation

Figure 8 is a block diagram showing placement of the adaptive equalizer
in the earth station down-link. The transversal equalizer is placed in the
down-link at IF just before the QPSK demodulator. Filtered data (eye pattern
signals) and clock signals, required by the distortion detector, are obtained
from the demodulator. Timing signals for burst mode operation originate
from the time-division multiple-access (TDMA) terminal.

The hardware was developed in two phases. First, a continuous mode
controller was constructed to demonstrate the equalizer algorithm. Second,
a microprocessor-based burst mode controller was designed, built, and tested.
Of the three major blocks required for coefficient generation, only the
coefficient incrementer was changed for burst mode operation. The continuous
mode controller will be briefly described before the changes necessary for
the burst mode controller are introduced.

A detailed block diagram of the 1-channel distortion detector is given in
Figure 9. The incoming eye pattern signal is amplified and split into two
paths. In one path, the signal is offset so that the top of the eye pattern signal
(corresponding to a received 'one') is positioned at the center of the analog-
to-digital (A I)) converter input signal range. Likewise, the other path is offset
to position a received zero at the center of the other Ate converter's input
range. At the conversion rate of 60 MHz, the highest quantization available
was 6 bits.

Based on observations of eye patterns with various amounts of added
distortion, it was determined that 6 bits of quantization were insufficient to
resolve the resulting isi. By using two Ato converters, one whose input range
was centered at the expected value of the positive eye pattern voltage and
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Figure 9. Distortion Detector Block Diagram

the other at the expected negative voltage, increased resolution was obtained.
This approach has the disadvantage that certain voltages (such as values near
0 V) lie outside the range of either converter. However, for reasonable values
of distortion, the voltages in the analog data signals are near the expected
values at the sampling instant, and signal averaging minimizes errors due to
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voltages which infrequently fall outside the range of the A/D converters. To
identify which AID converter has a valid error signal, a threshold decision is
made on the corresponding eye pattern signal. This result is used as the
control signal for a multiplexer which selects the I or 0 AID converter. An

identical circuit calculates the error and data for the Q channel.
Figure 10 depicts a typical section of the correlator used to calculate 0,._

The error and data arrive in digital form from the distortion detector, and
the data and sign-of-the-error bits are correlated by an exclusive-OR operation.
The error magnitude signal, along with the modified sign bit, is then converted
back to an analog signal, where it is low-pass filtered. The same process is
performed for each of the cross-correlation products required by equations (11)

and (12), and e,.; and e4, are determined.

LPF

I-CHANNEL DATA

O-CHANNEL DATA
T

T TO CORRELATION
DELAY I SECTIONS FOR

ENT
OC

CICOEFFI

DELAY

FIED

OTH ER
GRADIENT
CALCULATIONS

T

Figure 10. Correlator Circuit

A total of five error gradients (four to control the coefficients which reduce
isi from adjacent symbols and the fifth for AGC control) are calculated and
fed to the coefficient incrementer for the continuous mode implementation.
Figure 11 shows a typical section of this inerementer. Two comparators at
the input of the circuit are used to compare the gradient signal with a positive
and negative threshold. If either threshold is exceeded, the coefficient must
be incremented; otherwise, it remains unchanged. The comparator outputs

-VREF

LOAD FROM
MEMORY FOR
BURST MODE

TO
COEFFICIENT
MEMORY

Figure 11. Coefficient lncrementer Circuit

are used to increment a 10-bit up/down counter. The direction of the increment
is determined by which threshold was exceeded. The value in the counter is
converted to an analog voltage, which is used to control the appropriate tap
coefficients of the transversal equalizer.

During testing of the continuous mode adaptive equalizer, it became
apparent that input signal level variations to the distortion detector circuits
had to be minimized for proper operation. The AGC circuit of the modem,
while perfectly acceptable for modern operation, was too coarse for the
distortion detector circuits. Therefore, a new AGC circuit (Figure 12) was
added just after the transversal equalizer. This improved AGC circuit uses as
its control signal the average of the correlation products of equation (14).
The two AGC circuits did not interact due to the large difference in their time
constants. The modem AGC is capable of reacting rapidly, on the order of
hundreds of nanoseconds, while the new AGC is a much slower process
updated only once per millisecond.

CONTROL SIGNAL

INPUT 3-dB
PAD

VOLTAGE-
VARIABLE

ATTENUATOR

Figure 12. Automatic Gain Control Amplifier

OUTPUT
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Burst mode control for TDMA bursts

A burst mode controller for the adaptive equalizer was developed for use
with TDMA systems. This microprocessor-based controller, which is capable
of updating, storing, and loading up to 64 sets of coefficients into the
equalizer, accomplishes two separate functions. First, it loads the proper
coefficients from memory into the transversal equalizer at the proper time
for each incoming burst. Second, the controller examines one burst per frame
and updates the coefficients for that burst based on error gradient information.

Figure 13 is a block diagram of the burst mode controller. Start-of-frame
and start-of-burst signals are received from the TDMA system and used by
the address generator for timing synchronization. The generator retrieves
coefficients from the dual-port memory which are then loaded into the input
storage registers of the D/A converters. The converters have two input storage
registers: one which determines the output of the converter, and another
which is next in line for conversion. This arrangement is ideal for this
application in which high speed is required because the coefficients can be
loaded sequentially into the first set of registers and then, with a single
strobe, can be loaded in parallel into the D/A converter. To update coefficients,
the microprocessor examines the error gradient comparator outputs which
have been stored in a latch, retrieves the coefficients from its memory,
increments the coefficients if required, and stores the new values in the dual-
port memory. All of this is accomplished in such a way as to avoid interfering
with the ongoing process of retrieving the coefficients for the transversal
equalizer. Figure 14 shows the burst timing format and indicates at what
point in time various control functions are executed.

Performance measurements

The ability of the adaptive equalizer to compensate for BER degradation
from known added distortions has been measured over both linear and
nonlinear channels in continuous mode, and over a linear channel in burst
mode.

Continuous mode-linear channel

Figure 15 depicts the linear channel continuous mode test setup. The
modem used for these tests was built by COMSAT Laboratories and is nearly
identical to modems which were built for and delivered to INTELSAT as
part of the 120-Mbitls TDMA Test Bed Program. The modem uses 40-percent
square-root Nyquist filtering on the transmit and receive sides, and xlsin(x)

compensation on the transmit side. Distortion was added by placing modules
with various amounts of amplitude and group delay into the IF link. Noise
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was added prior to the distortion in order to measure HER vs E„/N,,. The
carrier-to-noise ratio (C/N) was measured with a calibrated filter using a
signal tapped off before the distortion was added. The adaptively controlled
transversal equalizer was placed directly before the demodulator.

As typical examples of the effects of distortion on PER and the improvement
resulting from adaptive equalization, PER vs E,,/N0 was measured for added
linear group delay, parabolic group delay, and linear amplitude slope, both
with the adaptive equalizer off (i.e., transparent) and on. Figure 16 shows
performance curves for the cases of 12-ns positive linear group delai , 12-ns
negative coefficient parabolic group delay, and 4-dB negative linear amplitude
slope. For reference, the IF loopback performance is also shown.

A summary of the equalizer performance is shown in Figure 17 for the
three types of added distortion. The information for these curves was obtained
from the PER vs Eb/No curves by plotting the performance degradation from
ideal at a PER of 10-7 vs the amount of added distortion. These data can
also be presented in a slightly different way by plotting the amount of
correction provided by the adaptive equalizer vs added distortion (Figure 18).
As can be seen from these figures, the adaptive equalizer can minimize the
effects of significant amounts of added distortion.

Continuous mode-nonlinear channel

Nonlinear channel performance was measured using a 72-MHz transponder
(transponder number 7-8) of the INTELSAT v satellite simulator 121. The
simulator was operated at a high-power amplifier (HPA) input backoff of 10 dB
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Figure 19. Nonlinear Channel Amplitude and Group Delay Responses

and a satellite TWTA input backoff of 2 dB. Figures 19a and 19b show the
amplitude and group delay responses of the channel with no added distortion,
with the NPA and IWTA operated at input backoffs of 10/2 and 14/14 dB,
respectively.

The test setup, which shows the location of the up-link and down-link
added distortion, is depicted in Figure 20. During initial testing through the
simulator, an inherent 2.8-dB negative slope was noted in the up-link setup,
possibly with some contribution coming from the modem and IF test setup.
This was observed when the addition of positive amplitude slope actually
improved the PER. Therefore, a positive 2.8-dB amplitude equalizer was
constructed and placed in the up-link, as shown. As in the linear channel
case, the HER was measured with and without the adaptive equalizer for all
types of distortion.

From the BER vs E,,/No curves described above, the performance degradation
at BER = 10-7 for the various types of added distortion was plotted vs
distortion added in the up-link and down-link, as shown in Figures 21 and
22, respectively. It was observed that the equalizer performs better when the
distortion occurs on the down-link, and is not as effective when distortion
occurs on the up-link. This is to be expected since the nonlinear TwTA,
which intervenes between the up- and down-links, adds tsi distortion that
cannot be removed by a linear equalizer. The one exception to this is linear
group delay, for which nearly equal correction is obtained for either up-link
or down-link distortion. Added up-link parabolic group delay is the least
influenced by the application of equalization.

Burst mode operation

Burst mode operation requires a minimum burst length for proper adaptive
equalizer performance. This minimum is determined by the time constant of
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the error gradient filter. Initially, a filter with a 1-MHz bandwidth was
selected for this function. Continuous mode measurements indicated that this
bandwidth is sufficiently narrow to provide an adequate signal-to-noise ratio
for the equalization process. Measurements were also taken to determine
how many symbols were required to achieve accurate error gradient infor-
mation. This was accomplished by measuring burst mode HER and sampling
the error gradients for processing at various times after the preamble.

Figure 23 shows the results of the above measurements. The Bea at an
EJ/N„ of 12 dB is plotted vs the time in the burst after the end of the preamble
at which the error gradient was sampled. Equalizer correction processing

M

15 19 23 27 31 35 39

NO. OF SYMBOLS AFTER PREAMBLE BEFORE
ERROR GRADIENT SAMPLE

43

Figure 23 . Sensitivity of Adaptive Equalizer to Burst Length
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begins at this time. Time is measured in 120-Mbit/s QPSK symbols which
are 16.7 as long. After 23 symbols (0.38 µs), the HER is approximately
twice its final value, and at 43 symbols (0.72 µs) the HER has essentially
reached its steady-state value. These numbers indicate that the equalizer
will be capable of handling the shortest bursts planned for the INTELSAT
120-Mbit/s system, which are 1.5 Vs in length (not including the preamble).

Figure 24 shows the setup used for burst mode BER measurements. Two
additional functions were implemented for these measurements: the timing
controller and the dual-channel simulator. The timing controller supplies all

timing signals, which include the following functions:

• Provide start-of-burst and start-of-frame signals for the microprocessor

controller.
• Initiate data transmission from the HER test set transmit side, which

in turn controls the modulator.
• Determine which of the two IF paths any given burst will be transmitted

through.
• Determine during which burst HER measurements will occur.

The timing controller is meant to simulate the TDMA controller in a typical
earth station application. Parameters for the controller are set up using an
BP-9616 computer and the HP interface bus. Up to 32 bursts can be transmitted
in one 2-ms frame, and each burst can be routed through either of the two
IF paths. The BER of only one burst per frame can be measured at any one
time. A number of convenience functions are also provided, such as routing
all bursts through only one path for continuous mode measurements.

HP-9816
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GENERATOR

CRT
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BER MOD H

TEST SET
DEMOD

DUAL-CHANNEL
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Figure 24. Burst Mode Test Setup
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Figure 25 is a block diagram of the dual-channel simulator. The IF signal
with added noise is split into three paths. One path is used as a monitor
point for C/N measurements. The other two paths lead to diode switches,
either of which can be turned on to allow the signal to pass through the
selected distortion. The signal is then amplified for application to the
demodulator.
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Burst mode performance was measured for the following three types of

distortion: 12-ns linear positive slope group delay, 12-ns negative coefficient

parabolic group delay, and 4-dB negative amplitude slope. The resulting

performance curves, with and without adaptive equalization, are shown in

Figure 26. Continuous mode data collected using the previous continuous

mode hardware are also plotted. The close agreement shown between the

data indicates that the burst mode controller is performing accurately.

Additional nonlinear testing

Measurements have indicated that the adaptive equalizer is more effective
at equalizing certain types of distortion, in particular parabolic delay distortion
and linear amplitude slope, when it is placed on the down-link of a nonlinear
channel. If the satellite TWTA could be operated in a more linear fashion,
the equalizer would be more capable of correcting up-link distortions. This
can be accomplished by operating the TWTA at larger input backoffs; however,
the lower TWTA drive levels will result in lower satellite output power and
consequently lower C/N at the earth station. Tests were conducted to
investigate the feasibility of this approach. Since the original nonlinear
channel (INTELSAT v simulator) was no longer available for these tests, a
new channel was assembled, as shown in Figure 27. This test setup does not
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include an HPA or a satellite input multiplex filter. However, since the IIPA
is normally operated in a nearly linear mode (10-dB input backoff) and the
input filter is very well equalized, it was felt that this channel provided a
good approximation of the INTELSAT V transponder.

The BER vs En/N. data were taken at 0-, 2-, 4-, 6-, and 8-dB TWTA input
backoff. From these curves, the performance degradation at a BER of 10-'
with and without the adaptive equalizer was determined and is plotted in
Figure 28a. To account for the loss of power due to TWTA output backoff,
the TWTA transfer curve in the region of interest is plotted in Figure 28b.
This loss of power translates into added degradation, which is reflected in
the additional curves of Figure 28a. These data indicate that a slight
performance improvement (0.35 dB) can be obtained by operating the TWTA
at 4-dB input backoff. However, the amount of improvement and the optimum
backoff will depend on the amount and type of added up-link distortion.
Further experimental data could be taken to determine these values. However,
this study has shown that significant improvement is achieved at 2-dB input
backoff (even for up-link distortion) with two types of distortion commonly
encountered in earth stations: linear amplitude and group delay.

To deal effectively with up-link distortion, the equalization scheme shown
in Figure 29 could be employed. This setup would require a well-equalized
down-converter and down-link. The demodulator could be placed near the
antenna to minimize the introduction of possible distortion, such as that due
to long cables.

Conclusions

Measurements have indicated that the adaptive equalizer is quite effective
at minimizing isi due to added distortion when the distortion has been added
in a linear channel or on the down-link of a nonlinear channel. When the
distortion has been added on the up-link of a nonlinear channel, the
performance improvement gained by adaptive equalization varies with the
type of added distortion. For linear group delay distortion, the adaptive
equalizer performs nearly identically whether the distortion was added on
the up-link or the down-link. The opposite extreme is parabolic group delay.
Almost no improvement is obtained if the distortion is placed on the up-link.
The situation with linear amplitude slope lies somewhere in between. Some
improvement is obtained for added up-link distortion, but not as much as
when the amplitude distortion is placed on the down-link.

The adaptive equalizer is capable of functioning in burst mode with a
minimum of timing signals from a TOMA controller. The transversal equalizer
can respond rapidly to new coefficient values and requires bursts only on the
order of I µs in length.
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Figure 29. Possible Setup for Up-Link Adaptive Equalization
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Modulation selection for the Mobile
Satellite Experiment (MSAT.X)

K. M. MACKENTHUN

(Nanuseripl received October 14 1985)

Abstract

The Mobile Satellite Experiment (MSAT-x) is a NASA program to determine the
feasibility of a communications network in which private and colntnercial' users send
linear predictive coded voice and low-speed data via satellite, using low-cost terminals
mounted in vehicles. This paper compares candidate modulation methods for MSAT-x
by employing time domain simulation of a mobile-to-satellite transmission link.
Binary EM with limiter-discriminator detection is shown to he the most suitable method
because of its relative robustness to channel degradations such as Doppler shift,
multipath noise, fading, and adjacent channel interference.

Introduction

The Mobile Satellite Experiment (MSAT-X) is a NASA program, directed
by the Jet Propulsion Laboratory (JPL), to develop advanced ground segment
technology for use in future land-mobile satellite systems and to experimentally
verify this technology by using a first-generation commercial mobile satellite
around 1988. As part of the MSAT-X program, COMSAT Laboratories is to
study power-efficient modulation, an advanced linear predictive coding (LPC)
vocoder, and forward error correction (FEc) coding and automatic repeat
request (ARQ) for the transmission of data and near-toll-quality voice in a 5-kHz
channel at a rate of 2,400 bit/s. The t.Pc voice transmission is to be received
with a bit error rate (BER) of no worse than 10 ', and the data transmission

87
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with a I of no worse than 10-h. To make the system commercially viable,

a low-cost implementation is desired.
This paper pursues the selection of a modulation technique by comparing

the performance of several different modulations, using time domain simu-
lation of a land-mobile satellite channel subject to multipath fading. The
mobile satellite channel is described, modulation candidates and simulation
software are discussed, and the performance of candidate modulations on the

fading channel is evaluated.

Channel models

The MSAT-X channel is subject to multipath fading, shadowing, Doppler
frequency shift, and adjacent channel interference (ACI). The Rice channel
model is well suited for describing multipath reflections, and measurements
show that a Rice factor (direct-path-to-multipath power ratio, C/I) of 10 dB
is appropriate for land-mobile systems 1 1 1 , 1 2 ] . The loss caused by shadowing
and strong specular reflections is typically included in a "system outage"
specification, since little can be done to prevent these effects. Shadowing is
not expected to be a problem except in urban areas, since the elevation angle
to the satellite is expected to be more than 25° for the continental U.S.

The Doppler frequency shift is given by

v
cos

where v is vehicle speed, K is the transmit or receive wavelength, and a is

the elevation angle to the satellite. For the MSAT-X transmit and receive

frequency band of about 840 MHz and of of 25°, f, is about 72 Hz for a

vehicle speed of 55 mph, and about 100 Hz for an assumed maximum speed
of 75 mph. The mobile terminal communicates with a fixed station, which
relays voice and data traffic to and from the terminal. In addition, all mobile
terminals receive a common pilot beacon which allows the terminal to
compensate for local oscillator instability. Therefore, transmissions from the
fixed station to the mobile terminal are received at a maximum frequency
offset of 100 Hz, while transmissions from the mobile terminal to the fixed
station are received at a maximum offset of 200 Hz. The latter offset is twice
as large because the transmission frequency of the mobile terminal is referenced

to the pilot beacon.
Based on the above considerations, the following channel models were

used to simulate the performance of the candidate modulations:

• an additive white Gaussian noise (AwGN) channel with frequency

offset of 0 Hz;
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• an AWGN channel with frequency offset of 0.1 R,,;
• an AWGN channel with frequency offset of 0.1 R,, and two

adjacent channels of 10-dB greater power, offset in frequency by
±(5 kHz - 0.1 R,,); and

• a Rice channel with Cl! = 10 dB.

The use of four channel models allows comparison of the relative effects of
different channel degradations on modulation performance.

Simulation of the Ricean channel uses a filter to shape the in-phase and
quadrature components of white Gaussian noise, which are added to the
direct component of the signal . The noise-shaping filter is given by

H(J) _ [(f3 -f2)-If4 f^ ale

0 elsewhere

wheref,, is the Doppler shift. The filterH(f) corresponds to an omnidirectional
antenna receiving independent signals of equal power uniformly distributed
over a surrounding sphere [3]. The Ricean channel with shaping filter H(f)
was simulated for carrier offsets of 0, 72, and 144 Hz (see Figure I). The
first two channels (Figures la and lb) model transmission from a fixed station
to a mobile terminal, and the third channel (Figure Ic) models transmission

-72 0 72

FREQUENCY DIFFERENCE (Hz)

-72 0 72

FREQUENCY DIFFERENCE (Hz)

0 72 144

FREQUENCY DIFFERENCE (Hz)

(a) Carrier Offset 0 IT,

(Base Station to Mobile Terminal,
Satellite at Zenith)

(b) Carrier Offset = 72 Hz

(Base Station to Mobile Terminall

(Cl Carrier Offset = 144 His

(Mobile Terminal to Base Station)

Figure 1. Rice Channel Model Showing Rayleigh Noise Spectrum and
Carrier Offset
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from a mobile terminal to a fixed station. The simulation was calibrated

using a bit energy determined by the direct component alone.

Modulation candidates

The following nine modulation techniques were compared:

• minimum shift keying (MSK) with 2-bit differential detection and

baseband Gaussian filtering ((IMSK),
• MSK with 2-bit differential detection,
• MSK with 1-bit differential detection,
• MSK with 2-bit differential detection and a frequency-locked loop (FLI).

• binary rM with limiter-discriminator (F)) detection,

• four-level FM with LD detection,
• binary FM with noncoherent detection using N = 3 symbol intervals,
• duobinary FM with Lo detection and a maximmmlikelihood sequence

estimator (MLSU), and
• differential phase-shift keying (PSK).

Except for differential P5K, the modulation methods are constant envelope

and thus can be transmitted by saturated nonlinear amplifiers without spectral

regrowth. The absence of regrowth is critical in the MSAT-X channel where

requirements on ACI are severe.
Coherent detection was not considered because of the difficulty of

maintaining phase coherence over the MSAT-X channel. To achieve signifi-
cantly better performance than with differential detection, the carrier syn-
chronization circuit should average over 10 or more symbols 141. However,
since the symbol rate is 2,400 symbol/s and the fade rate can be as high as
200 fades/s, there is a large probability of signal fade during the 10-symbol
averaging time. The performance of the carrier synchronizer is also affected
by phase noise arising from multipath reflections, as well as by Doppler shift
and Doppler rate. which are significant compared to the symbol rate of the
MSAT-x channel. Together. these effects cause coherent detection methods
to exhibit worse performance than with differential detection or other
noncohcrent detection methods over a mobile channel 151,[61. In particular,
the error floor for coherent methods has been measured to he around 10-'
in a fast Rayleigh fading channel, which is the MSAT-X specification

requirement for voice.
The use of GMSK with 2-bit differential detection (Figure 2) has been

extensively studied for digital mobile radio applications 15]-[81. Basehand
Gaussian filtering of the input data stream on the transmit side allows a more
compact RF spectrum than with MSK. In addition, the use of 2-bit rather than
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SOURCE

IF GAUSSIAN
FILTER

BrT = 0 9

PR ECOD ING

2T DELAY

Figure 2. MSK With 2-bit Differential Detection and Baseband Gaussian
Filtering

I-bit differential detection results in a larger eye opening, which gives
improved performance especially with heavy baseband filtering. Thus, GMSK
with 2-bit differential detection can be advantageous for a mobile channel
that has a severe bandwidth constraint and where a relatively simple hard-
ware implementation is desired. MSK with 2-bit differential detection and
no baseband Gaussian filtering (Figure 3) was also studied because of its
slight performance superiority over MSK with I-hit differential detection
(Figure 4), and because it has been emphasized by JPL.

SOURCE

IF GAUSSIAN
FILTER

B,T = 0.9

SOURCE

IF GAUSSIAN
FILTER

B,T-11

PRECODING

F-v-H 2T DELAY

GAUSSIAN
LOWPASS

FILTER (LPF)
BtT = 0.5

ZONAL
LOWPASS

FILTER (LPF)

FM MOD
h - 0.5

ZONAL LPF I-^

CHANNEL

SEARCH EYE PATTERN
FOR MAXIMUM EYE
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Figure 3. MSK With 2-bit Differential Detection
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Figure 4. MSK With 1-bit Differential Detection
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An FLL can be employed with I or with MSK with 2-bit differential

detection (Figure 5), to track out channel frequency offset. An implementation

of this approach by JPL using a baseband I and Q implementation of the

differential detector has given good results for a channel with a frequency

offset [9].

SOURCE kI PRECODIN6 ---H

2T DELAY

I AND 0
PHASE

DETECTOR

LPF

LPF

VCO

AFC FILTER

I

FM MOD
h-05

CHANNEL r ,

SAMPLE AT
MAXIMUM III I I^

EYE DECISION

t OPENING
AND HOLD

SAMPLE AT
MAXIMUM

EYE
OPENING

AND HOLD

Figure 5. MSK With 2-bit Differential Detection and FLL

For It = 0.5, where h is the ratio of tone spacing to symbol rate, LD

detection of binary FM has been shown analytically to be comparable in
performance to 1-bit differential detection when both modulations use the
same Gaussian IF filter and when an integrate-and-dump postdetection filter
is used for LD detection [10] (Figure 6). The performance of LI) detection
can be improved by using IT > 0.5. LD detection also is easily implemented.
A significant aspect of LD detection for mobile radio applications is its relative
insensitivity to frequency offset, since its primary degradation arises from

offset of the signal spectrum within the IF filter.

2T DELAY

SEARCH EYE PATTERN
FOR MAXIMUM EYE

OPENING, SAMPLE

AND DECISION

Figure 6. Binary FM With LD Detection

Four-level FM with h = 0.25 and binary FM with h = 0.5 have approximately
the same power spectrum if the symbol rate is the same for both modulations.
Since for the MSAT-X channel the symbol rate of four-level FM would be half
that of binary FM, four-level FM may be better adapted to the tight bandwidth
requirements of the MSAT-X channel. The suitability of four-level FM can he
determined after simulation with different h values and IF filter bandwidths
(Figure 7).

SOURCE
4-LEVEL

GRAY
ENCODING

IF FILTER qN I7

FILTER I

B,14,1.8.22
dl
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FM MOD
h-03,04,05,06,0.7

in 1ui/R5I

'f / P')

FILTER

CHANNEL

H SEARCH EYE PATTERN
FOR MAXIMUM EYE
OPENING , SAMPLE

AND DECISION

Figure 7. Four-Level FM With LD Detection

In noncoherent detection using N = 3 symbol intervals, two sets of
four envelope correlations over N = 3 binary symbols are nonlinearly
weighted in order to make a decision on the middle symbol I I I ] (Figure 8).
Noncoherent detection uses phase trellis memory to make the detection
decision, unlike the other modulations considered which employ differential
phase comparisons.

Duobinary FM is generated by a partial-response baseband preceding at
the transmitter, which results in a three-level baseband signal. Partial-response
encoding is the same as a real-number convolutional code and can be
efficiently removed by an MLSE after the ED. The MLSE is a two-state Viterbi
decoder which is sufficient to remove the partial-response memory introduced
by the duobinary coding. Because asymptotic performance of baseband
duobinary signaling with maximum-likelihood decoding is the same as
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Figure 8. Binary FM With Noncoherent Detection Over N = 3 Channel
Svntbol Intervals

basehand binary signaling 1121, duobinary FM with LD detection and MLSI
(Figure 9) might perform nearly as well as binary FM for large signal-to-
noise ratios, while having a more compact RE: spectrum.

Differential PSK (Figure 10) performs better than I- or 2-bit differential
MSK in the linear AWGN channel. However, when a nonlinear amplifier is
used, power is lost because of the amplifier backoff required to limit spectral
regrowth of the filtered differential PSK signal.

Simulation software

The simulation software used in this study employed basic components of

the Channel Analysis and Modeling Program (CHAMP) 1131, such as the

filtering module, as well as new modules written to simulate the different

modulations of interest and the Rice channel model. In CHAMP, the signal

p (t)e;mf1,,;,,,,
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SOURCE F--H PRECODING M MOD

EM MOD

u
CHANNEL

IF GAUSSIA N sin (If. RS)
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Figure 9. Duohinarv FM With LD and MLSF
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Figure 10. Differential PSK

is represented by a set of samples of the complex envelope

Re [P (t„I)eISU„dI , im IP (t„I)fimv„dI

and an associated carrier frequency, ED,. In simulating an AWON channel,
independent samples of a Gaussian random variable are added to the signal,
based on a user-specified F,/N„ where F, is the energy per symbol and N„ is
the one-sided noise spectral density. The peak signal power is estimated at
the "calibrate" point shown in Figure 11, as

P = [Re p (tm) ellb (I )J, + [im p (I
nn ,-

and noise of variance of is added to both the in-phase and quadrature axes,
with HE' adjusted so that

k•P F,

IT 2 N„/2
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SOURCE OD HPA
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MUX

CALIBRATE NOISE

Figure 11. Satellite Transmission Link With AWGN

where k is the number of samples per symbol (typically 8 for binary

modulations and 16 for quaternary modulations).
Using the channel model of Figure 11, the simulation program was run

for values of H,/N„ that correspond to E,/NC values of 6, 8, and 10 dB for

each modulation. These three points allow an accurate determination of the
power required to achieve a BER of 10-3, the contrast-specified BaR for voice

transmission. Each simulation run consists of a preamble pseudonoise (PN)
sequence, followed by a random data sequence. Noise (and possibly inter-
ference) is added to the random data sequence, and BER measurements are

made.
The received noise-free preamble sequence is used to construct an eye

diagram. The sampling time chosen is the sample point with the maximum
eye opening. The decision level is taken to be the middle of the eye opening
at the sampling time. For 2-bit differential detection, this decision level is
nonzero. Because duobinary FM and quaternary modulations have multilevel
eyes, the sampling point is the point at which the sum of the eye openings

is greatest.

Performance comparison

A Gaussian IF filter was used for all modulations except noncoherent
detection and differential PSK. Differential PSK used a square-root raised
cosine Nyquist filter with 90-percent rolloff in order to limit AGI. MSK With
I- or 2-bit differential detection used a Gaussian IF filter of optimum

bandwidth-time (BT) product, as determined by theory i81,[14],I151. For

binary FM, duobinary FM, and four-level FM, several different BT products

were tried, and results are presented for the one BT value which gave the

best performance for the first three channel models. For four-level FM, the

deviation ratio, h, was jointly optimized with the BT product.
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The performance of differential PSK was simulated for a 3-dB high-power
amplifier (IIPA) input backoff, or equivalently a 0.5-dB output backoff. As
defined, the EI,/N„ used in simulation does not include the 0.5-dB output
backoff. Therefore, when comparing the I1PA power requirement of differ-
ential PSK with constant-envelope modulations. 0.5 dB should be added to the
Eb/N,, requirement for differential PSK.

Additional simulation results were obtained with a Gaussian baseband filter
inserted before the FM modulator for duobinary FM, noncoherent detection,
LD detection, and GMSK; however, these results are not included because
performance with Act and frequency offset is worse than when no filter is
used. In other words, the system is overdesigned for an assumed l0-dB
adjacent channel fade if baseband Gaussian filtering is used.

Figure 12a shows the results for a single channel with no frequency offset.
After allowing for the 0.5-dB I-WA power loss of differential PSK, it can be
seen that differential PSK, binary FM (with LD detection and h = 0.715), and
binary FM (with noncoherent detection over N = 3 symbols) require similar
HPA power at 10-3 BER and perform better than the other modulations. The
good performance of noncoherent detection is expected because it involves
averaging over three symbols. The curves for to detection and noncoherent
detection cross at low E,/N,,, apparently because of an increase in the click
rate for the EM modulation. This may he caused by truncation impulses which
result from the relatively large deviation and narrow IF filter.

MSK with 2-bit differential detection performs next best, and shows
approximately 0.5 dB of improvement over MsK with 1-bit differential
detection, as predicted by theory 116]. MSK with 1-hit differential detection,
and binary FM (h = 0.5) with ED detection, exhibit worse and almost identical
peformances as predicted by theory [ 10]. Four-level EM with ED detection
performs almost as well as binary FM with LD detection.

Duobinary FM with LD and MLSE performs significantly worse than binary
FM and ED detection. A possible explanation involves the importance of
clicks in determining the error rate. The clicks give large noise hits, which
make the observation sequence into the MESH resemble the output of a binary
symmetric (hard-decision) channel rather than an AWGN channel. For the
hard-decision channel, the MIST cannot be as effective in recovering
performance lost by partial-response signaling. In addition, MLSE performance
is degraded because noise at successive sampling times is correlated due to
filtering and differentiation.

A frequency offset of 0.1 Rb has a marked effect on the relative ranking
of the different modulations, as shown in Figure 12b. The degradation in
performance of a given modulation is proportional to the length of the
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detection interval for that modulation, since the phase inaccuracy caused by
frequency offset increases linearly with time. Thus, noncohcrent detection
over N = 3 symbols, which exhibited one of the best performances without
frequency offset, now shows one of the worst performances. The degradation
of MSK with 2-bit differential detection is much worse than that of MSK with
I-bit differential detection because phase is compared over a 2-bit interval
rather than a I-hit interval. In fact, for 2-bit differential detection to have an
open eye at the sampling time, the receive filter BT had to he increased to 2.
degrading performance significantly. Differential PSK shows almost a 3-dB
degradation because of frequency offset. However, the performance of
modulations using LD detection is changed very little because the main effect
of frequency offset is a DC shift after the discriminator, which has little effect
on the detection process. The net result is that the top three modulations
employ the LD, after including the 0.5-dB power loss for differential PSK.

The results for the single channel with 10-dB fade and a frequency offset
of 0.1 R,,, and for two adjacent channels with a frequency offset of 0.1 R,„
are shown in Figure 12c. The relative ranking is similar to that for the single
channel with frequency offset. For the channel with interference, differential
PSK is now worse than duobinary FM, so that the top four modulations all
employ LD detection. The only other change in relative ranking is that binary
FM with LD detection (h = 0.715) is moved from first to third place.
Apparently, the relatively large deviation has caused the modulation to be
sensitive to ACL The performance of binary FM with It = 0.5 is changed
only slightly when ACI is added.

JPL has implemented 2-bit differential detection of MSK with FLL to
improve performance when the carrier frequency is offset [17]. A software
version of this hardware was implemented, and software results agree closely
with JPL hardware results for the AWGN channel and the Rice channel with
and without frequency offset. The simulation results given in Figure 13 for
the AWGN channel show that use of an FLL removes nearly all degradation
caused by frequency offset.

Since the MSAT-X channel has a maximum fade rate of 200 Hz, and since
the longest detection interval is three symbols, the channel is quasi-static
over the longest detection interval. Therefore, a good approximation of
performance in the Ricean channel can be obtained by averaging E,,/N„ for
the AWGN channel over the first-order statistics of the Ricean density. In
particular, this means that modulations will have the same relative ranking
for the Ricean fading channel with frequency offset as for the AWGN channel
with frequency offset, provided the Bert curves do not cross for the AWGN
channel . Therefore, since the two best modulations for the AwGN channel
with frequency offset are binary FM with LD detection and MSK with ELL,



100 COMSAT TECHNICAL RLVIEW VOLUME 17 NUMBER I, SPRING 1987

1.0

10-1

10-2

LL
O
2-

10-3

0
r1 10-4

10-5
2

MODULATION SELECTION FOR MSAT-X 101

14

Figure 13. Performance of Baseband Implementation of 2-bit Differential

Detection of MSK ( BrT = 0.9) With and Without FLL Jor AWGN

Channel With Carrier Offset = 0, 72, and 144 Hz

these modulations were selected for further study on the Ricean fading

channel with and without frequency offset.
The performance of MSK with 2-bit differential detection and an FLL, and

the performance of binary FM with LD detection, are compared in Figure 14

for the Rice channel with C/1 = 10 dB and carrier offsets of 0, 72, and

144 Hz. The performance of M5K with FILL is slightly better at 10-'- BER,
while binary FM with LD detection is slightly better around 10-3 BER. In

addition, the apparent trend of the curves at 14-dB E,,IN, indicates that binary

FM with LD detection has a lower error floor than MSK with FLL. This trend
is confirmed by previous experimental results 15]. It is also known that
irreducible HER caused by Rayleigh noise is proportional to the length of the
detection interval 117). Because the detection interval of LD detection is half
that of 2-bit differential detection, the LD error floor should be lower. The
addition of Rayleigh noise to the AWGN channel causes a performance loss
of 3 to 4 dB at a BER of 10-3 for the two modulations for C/1 = 10 dB

(compare Figures 12a, b, and c with Figure 14).
Binary FM with LD detection appears to be a better choice for the MSAT-X

channel than MSK with 2-bit differential detection and FLA, because of its
slightly better performance in a Rice fading channel for 10-3 HER, its lower

4 6 8 10

Eb/No (dB)

12

Figure 14. Comparison of Binary FM, LD Detection, h = 0.5, IF B,T = 1.1,
and Baseband Implementation of 2-bit Differential Detection of MSK,

B,T = 0.9, With FLL, for a Rice Channel With C/I = 10 dB
and Carrier Offset = 0, 72, and 144 Hz

error floor, and lower implementation complexity. In addition, binary FM
with 1.0 detection requires only symbol synchronization, while MsK With FLL
requires frequency synchronization, which may be difficult to obtain in the
short time allotted for the preamble.

Summary

The mobile satellite channel is subject to Doppler shift, Rayleigh noise,
and ACT. Doppler shift significantly affects modulation performance because
of the relatively large ratio of Doppler shift to symbol rate, and because of
the use of an 800-MHz frequency band. Phase noise and fading effects result
in performance degradation and a BER floor proportional to the length of the
detection interval for differential and noncoherent modulations. Coherent
modulations do not exhibit good performance because of the long averaging
time required for the synchronizer. To limit interference to adjacent channels,
a modulation with low out-of-band power and constant envelope is desirable,
Since constant-envelope modulations can be transmitted by saturated nonlinear
amplifiers without spectral regrowth, thereby limiting interference to adjacent
channels.
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Simulation results have been presented which show that binary FM with
Lu detection exhibits better overall performance than seven other modulation
types for a satellite channel degraded by Doppler shift, Rayleigh noise, and
AD. In addition, binary FM with LD detection requires only symbol synchro-
nization (which allows the use of a short preamble) and is inexpensive to
implement. For these reasons, binary FM with I.D detection is suitable for

use in the MSAT-X channel.
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Hurwitz stability analysis of an
ADPCM system
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Abstract

The behavior of adaptive recursive filters in adaptive differential pulse-code
modulation (ADFCM) applications is affected by the possibility of filter instability
when the filter coefficients are adapted. Thus, in-parallel condition monitoring may
be necessary to ensure that the system function poles remain bounded by the unit
circle in the z-plane. These poles can be either directly monitored by reference to
their z-plane geometry, or indirectly checked by satisfaction of some other condition.
A method is described in which the modeled all-pole part of the decoder transfer
function is approximated by a Chebyehev polynomial, which in turn is decomposed
into two suitably chosen functions that satisfy the Hurwitz polynomial stability

constraints. The system poles can be indirectly but simply monitored and controlled
so that the resulting system function remains stable.

Introduction

Adaptive recursive filters have been the object of intensive research in
recent years [1]-[7], which has been motivated in applications such as
adaptive differential pulse-code modulation (ADPCM) by the possible benefits
of reduced complexity and improved performance, particularly when such a
system is deployed in a communications network carrying nonsegregated
voice and voiceband data traffic. In such cases, higher order ADpeM predictors
can more accurately model (and thus represent the spectral characteristics
of) voiceband data traffic, particularly at speeds of 4,800 bit/s and above.

105
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While predictors with a higher number of poles or zeros can be relatively
easily developed by including additional terms in the predictive model,
monitoring the stability of such a system when the filter coefficients are
adapted may be difficult. This can be demonstrated by the fact that when the
32-kbit/s ADPCM standard 18] was originally proposed it consisted of a
six-zero/four-pole predictor model. However, when subsequent testing re-
vealed that it was not possible to monitor the stability of the four-pole filter,
a six-zero/two-pole model ultimately had to be adopted. Although methods
have been developed for monitoring the stability (or equivalently the location
of the roots) of an all-pole predictor, the feasibility of these methods for
practical implementation has not been clearly shown due to the increased

complexity required.
The techniques presently being studied include the lattice filter [91.1101,

the adaptive recursive least mean square (RIMS) filter [21, and the hyperstable
adaptive recursive family of filters [11,151-171. The stability of the lattice
filter can easily be monitored by ensuring that all filter coefficients remain
bounded by unity during coefficient adaptation. However, this filter involves
a number of arithmetic divisions which, with today's very large-scale
integration (vcsl) technology, substantially increase the total throughput
filtering requirements. The adaptive RIMS filter, on the other hand, is easily
implemented and adaptable, with an order of complexity equivalent to that
of the stochastic gradient least mean square filter [21. However, stability
monitoring of this filter typically requires solving a nonlinear algebraic
equation whose solution complexity rapidly increases with filter order. Thus,
the adaptive RLMS filter has only been used in relatively low-order imple-

mentations 1111 such as the CCITT G.721 algorithm 18].
The family of hyperstable filters (HARE 11], CHARF 15j, and SHARI [71)

allows filter stability to be monitored by finding a polynomial which satisfies
the "strictly positive real (srR)" condition at all times. In addition to the
difficulty of finding such a polynomial in the absence of specific knowledge
about the source model, once found this polynomial must he updated when
the source model varies with time. Consequently, the implementation

feasibility of this approach has not been demonstrated.
This paper presents the mathematical formulation of an ADRCM Hurwitz-

based adaptive predictor algorithm. Although results pertaining to the
performance of this ADRCM system have been presented previously 1121-[191,
this paper offers the first comprehensive review of its mathematical foundation.

Since with pole/zero predictors the zero part of the predictor can be
assumed to be stable and independent of the stability of the pole part (other
than possibly canceling individual poles), only the analysis pertaining to the
all-pole predictor will be presented. Furthermore, since the focus will he on

the stable adaptation of backward-type adaptive predictors (i.e., encoder
coefficients are not quantized or transmitted to the decoder [201) and since
the predictor reference signal is the same at both the encoder and decoder
irrespective of the quantizer employed (in the absence of channel errors),
quantizer modeling will not be explicitly considered. A nonadaptive, infinite-
precision quantizer will thus he assumed.

First, background material will be provided on the Hurwitz and Chebychev
polynomials on which this filter is based. The Hurwitz stable algorithm is
then described in detail, and results are presented that indicate the stable
behavior of the filter, as well as the improved performance obtained when
this type of predictor is used with speech or voiceband data. From these
results, it will subsequently be demonstrated that substantial performance
improvement is possible when higher order stable predictors arc used.

Hurwitz stability theorem for discrete systems

The Hurwitz stability approach yields a convenient method by which the
stable behavior of the z-transform of an adaptive polynomial may be easily
monitored, with minimal increase in complexity for higher order realizations.
The Hurwitz stability criterion will only be stated here; refer to Schussler 1211
for a complete proof.

Let A(z) be a real polynomial of degree N given by

A(z) = ra,., = aN
I =o (1)

Also let A(z) be decomposed into minor and antimirror image polynomials
Fitz) and F,(7) such that

A(z) = FI(z) + F,(z)

where FI (z) _ ^./ I1 ' = J IN 1 1 (z - zI,)

(2)

= 0.5 IA(z ) + zNA(z-')]
%F,(z)=^ ri(--
i U j-I

= 0.5IA(z ) - zNA(s-I)1

The mirror and antiruirror symmetry specifics the coefficients of FI(z) and
F,(z) so that
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fli = 0.5(a1 + aN-,) (3)

and

.f2i = 0.5(ai - aN -1) . (4)

For A(z) to be a stable polynomial (or minimum phase) characterized by

^zA < I for all 0 < j < N, it is necessary and sufficient that the zeros (roots)

of FI(z) and F,(z) be located on the unit circle ; they are simple and alternate

with each other . These conditions in turn imply that (see Figure 1)

^ z 1 j I _ 2 , j = 1 , forall0 -j <N (5)

and

ZII = 21A , iff j = k iff m = n (6)

and if arg(zL) C arg(z2j), then

arg(z2.t 1) > arg(z1,1 + 1) > arg(z2;) (7)

where arg(z) = arg(rei"') = w. These conditions are graphically depicted in

Figure 1, which shows the location, on the z-plane, of the FI(z) polynomial
and the antimirror F2(z) polynomial. The variables z1; and z,i denote the
roots of the FI and F, polynomials, respectively. Note that the roots lie on

the unit circle and interleave (separate) each other.
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This theorem is equivalent to the properties of the Hurwitz polynomial 1221
where FI(z) and F2(z) correspond to the even and odd part of a Hurwitz
function, respectively. To guarantee stability, a set of polynomials must be
found that can represent the system function A(z) so that the decomposition
into FI(z) and F,(z) satisfies the above Hurwitz conditions. It will be shown
that the Chebychev polynomials are a suitable set.

Chebychev polynomials

The Chebychev polynomials are a special case of the ultraspherical

polynomials PN(x) defined by

as
PN(x) CN( 1 X-2)-u (1

tfr'

x2)N a (8)

where -1 < a < x.
It can be shown that PA, (x) 1231 has N distinct roots in the I - I, 11 range

of the x-axis and that the value of a determines the oscillatory behavior of
this function in that range. In particular, if a = - 1/2, the oscillatory behavior

of PN(x) is equiripple. This case corresponds to the Chebychev function of

order N, with TN(x) defined by

dN

dXN (I - X2)N+ ICTN(x) = rN(1 - X2) 112 (9)

Another useful expression for developing an expansion of TN(x) as given
by equation (9) can be derived when x = cos (w). Substituting this value of
x into equation (9) yields

TN(x) = TN(cos w) = cos (Nw) . (10)

This expression allows the roots ofTN(x) to be easily determined by evaluating
cos (Nwk) = 0. Then wk is given by

2k + I
Wk = 72N

where k = 0, 1, 2, 3, ... , N - 1, and TN(x) can be written as a product
of the simple factors

v

TN(x) = fi (x - cos w1)
k=1

Figure 1. Geometric Location of Roots of Mirror and Antimirror

Polynomials with wk given by equation (11).

(12)
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Figure 2 is a schematic diagram of the real Chebychev functions of odd
and even orders. In this figure, a; represents the x-coordinate of the Chebychev
function maxima and h, represents the x-coordinate of the minima. Note that

an expression similar to equation (12) can be derived if T,(x) is defined in

the complexz-plane, according to the transformation x= cos LE,,e ""=z '.
In this case, since the coefficients of complex function TA,(z) are real, its

roots will be complex conjugate pairs. Thus, TN,(z) can he written as

Nn_

TN(z) = II [z I - exp (Jwr)I [z-' - exp(- Jw,)I

^Iz-2 - 2z -'cos(0 + 1] (13)
;- I

where 2i + 1= 2(N/2) 0, 1, 2, 3.... , (N 1)/2

Figure 2. Schematic Representation of Typical Antis ymmetric (Odd)

and Symmetric (Even) Chebychev Functions

HURWIT-z SrABILY] Y ANALYSIS UI AN AUPCM SYSTEM H]

A system based on the Hurwitz stability conditions

Before considering the exact formulation of the Hurwitz-based ADPCM
system, it is useful to briefly consider a general ADPCM coder, which is
schematically illustrated in Figures 3 and 4. Figure 3 depicts the general
ADPCM encoder consisting of two basic parts: an adaptive quantizer and an
adaptive pole/zero predictor. The predictor estimates future values of the
input digital waveform, y(n), which are subsequently subtracted from the
input waveform, resulting in a reduced variance signal, d(n). This signal is
then quantized by a quantizer whose step size can generally be adapted,
depending on the variance of the output signal, e(n). Signal e(n) now
represents differential values of the input signal v(n) and is typically encoded
at a substantially lower hit rate than the original waveform, before transmission
to the decoder over a suitable digital channel.

The predictor will generally consist of two types of filters: an all-pole
infinite impulse response (BR) filter, and an all-zero finite impulse response

r
ORIGINAL `TA d(n) 111 I ADPCM ENCODED WAVEFO

DIGITAL OUANTIZER
WAVEFORM

Y(n) F_ _______-__----------

ADAPTIVE
ZERO-PREDICTOR

QUANTIZER

INVERSE
ADAPTIVE

d'(n)

O
G

ADAPTIVE
POLE PREDICTOR

POLE-PREDICTOR
STABILITY
MONITOR

RM e(n) DIGITAL
CHANNEL

T

IL PREDICTOR

Figure 3. ADPCM Encoder
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(FIR) filter. Because the nR filter may be unstable when its coefficients are
adapted to match the input signal statistics, it must be monitored during
adaptation. The monitor is shown in Figure 3 as a separate block, which
ensures that the coefficients of the all-pole filter do not lie outside a given
stable range of values. Of interest here are the form and stability of this filter
and the type of monitoring required. Neither the adaptive zero-predictor nor
adaptive quantizer modeling are considered because these elements do not
affect filter stability in general. Thus, Figure 3 can be simplified as shown
in the top part of Figure 5, where the all pole-predictor is denoted by A'(q ')
and the stability monitor is not shown. The notation q -' denotes the unit
delay operator (i.e., q ' x(n) = x(n - I)].

Figure 5. Decomposition of an All-Pole ADPCM Predictor Into Mirror (F,)
and Antimirror (F2) Functions
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The ADPCM decoder can be similarly analyzed, as shown in Figure 4. It
consists of the inverse of the adaptive quantizer found in the encoder, as
well as the adaptive predictor which must be identical to the one realized in
the encoder in order to avoid mistracking. In this case, the decoder output
y(n) will be equal to the encoder input y(n), plus some noise equal to

d'(n) - d(n) resulting from the quantization process. Again, neither the

quantizer nor the all-zero predictor were considered. Thus, the ADPCmt decoder
shown in Figure 4 is equivalently reduced to the decoder shown in Figure 6.

e(n)

y' (n)

Figure 6. ADPCM Decoder: Simplified Schematic

Without Quantizer and All-Zero Predic tor

In regard to the all-pole predictor configuration, Figure 5 shows that the

prediction error e(n) at the encoder can be expressed as a function of the

predictor input signal 5(n) as follows:

e(n) = y(n) - vi(n) = v(n) - A'(q-')y(n)

[I - A'(q ')I v(n) . (14)

Since an infinitely fine quantizer was used, it is assumed that v(n) = 5(11).
Similarly at the decoder (Figure 6), the reconstructed output 5(n) can be

expressed as a function of the decoder input e(n) as

v(n) = e(n) I I - A'(q -')I I = e(n) IH(q )I-1 (15)

or in z-transform notation as

E(z) E(z) (16)1(z) _ _
II -A'(z)I H(z)

It is thus observed that, for hounded decoder inputs e ( n), the decoder-

reconstructed output v (n) will remain bounded if the roots of I I - A'(q ')L

or equivalently of H(q ' ), lie within the unit circle.
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It can now be assumed that the estimated pole function H(q-1) [equation (15)1
can be represented by its N roots z,, z.,, z,, .... z. as

H(z) = II (z-' - z,)
I

where H(z) is the z-transform of the impulse response corresponding to
polynomial H(q 1). If it is also assumed that the transfer function H(z) has
real coefficients, then the roots of H(z) will form complex conjugate pairs
so that the above equation can be written as

Ae

-z )H(z)=II(z Z) (7

= H1z-2 -2z 'r;cos (t;) +rl
=1

(17)

where z, = r, exp( jt,) and z` = r, exp( - jt,).
The Nth order Chebychev function TS(x) can now be considered. Since

this is an equiripple function (Figure 2),

and

v
T"(x)+F=IJ(x - n,) (18)

TN(x) - F - fl(x- h,) (19)

where a, and b; denote the x-coordinate of the Chebychev function maxima
and minima, respectively.

When thex-axis is mapped onto the unit semicircle as before [equation (13)],
equations (18) and (19) become

JN(z) + B =

and

T"(z)-F=U(z

(20)

(z -' - e-''') . (21)
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it is now possible to approximate the roots of H(z) by the location of the

roots of equations (20) and (21) so that

H(z) = [(z- I -

+(z-1 +l)jI

= [F1(z) + F,(z)]

N
2

I -
(z'-e- 1)1

(22a)

(22b)

The transfer function H(z) is now represented by a Chebychev function
with two additional roots at z-I = ± 1, where the Hurwitz functions FI(z)

and F2(z) are given by

F1(z) = (z-' -

and

„ ,) (,-I _ e J'9 (23)

Niz

F,(z) _ (z-1 + 1) 11 (z-I - el'') (z- (24)

Thus, the roots of H(z) lie on the unit circle (by virtue of the Chebychev
function real x-axis to the z-plane semicircle mapping), they alternate (since
the location of a function minimum is separated by the function maxima).
and are distinct- With the introduction of the two additional roots at z- I = I
and z-I = - I, all of the Hurwitz stability criteria [equations (5), (6), and

(7)] are met. Consequently, using equations (22a) and (17), H(z) can be

written as

N2

H(z)= (z-'- 1)f(z 2- 2z - ICOSw, +I)

ve
+(z-' +1)f(z-2-2z-ICOSV,+1) (25a)

,=1

(z-' - 2 z-I r, cos t, + r) . (25b)
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Note that H(z) will remain stable [i.e., r, < I; equation (25h)] as long as
FI(z)and F2(z) are defined by equations (23) and (24). These conditions will
not necessarily hold when F,(z) and F,(z) are adapted (by adapting the
coefficients w, and v,), unless the Hurwitz stability criterion is maintained;
coefficients w; and v; alternate and are distinct. In this case, no check is
required for the unit circle location of the magnitude of the roots of FI and
F,, since only angles w, and v; are actually updated. The method for adapting
these angles is discussed in the next section.

it should he noted that the root w; and v, alternating condition is very
easily monitored because w; and v; can typically be stored sequentially, in a
practical implementation. and the positiveness of the difference (w, - v,)
for i = 0, 1 , 2, ... , (N/2) - I can easily he verified. In fact, the throughput
loading for this in-line check linearly increases with the filter order. This
type of system function decomposition belongs to a class of function
representations that employ Chebychev-based functions to decompose the
system transfer function H(z) into the F,(z) and F,(z) Hurwitz polynomials.
In the approach described here, a single Chebychev function is used to
represent H(z).

To complete the definition of the adaptive Ha algorithm, it is next necessary
to obtain an explicit relation for the adaptation of coefficients w, and v,
[equations (23) and (24)] based on some performance criterion such as the
minimization of the mean square prediction error e(n) (Figures 5 and 6).

The ADPCM encoder (Figure 5) will be considered and the coefficient

update expressions derived so that the decoder is stable, or equivalently so
that the encoder remains minimum phase, in which case the encoder roots

or the roots of H(z) are bounded by the unit circle.

Consider the transfer function of the encoder of Figure 5 (assuming that
y(n) = y(n)], which is given by equation (16) as

E(z)
[I - A'(-)]

Y(z)

IfH(z) = I - A'(z), then E(z)/Y(z) will be minimum phase (and consequently
the decoder will be stable) when the roots of H(z) lie within the unit circle.
H(z) can then be expressed according to equation (25a) or (25b), and its
coefficients w, and v, can be adapted so that the Hurwitz stability is maintained.
This can be accomplished by employing a gradient search algorithm technique
so that
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w,(n + I) = w,(n ) - (K/2)-I(e'(n))I
a w,

and

v,(n + 1) = v,(n ) - (K12) dv, [(e''(n))I

Substituting the stochastic estimate to the derivative in the above equations

yields

ae(n)
wjn+l)=w,(n)- Ke(n)

8w,

and

(26)

v,(n + 1) = v;(n) - Ke(n)
de(n)
- (27)

av,

where w,(n) and v,(n) are the two parameter vectors at time n, and K is a
suitably chosen adaptation constant. To evaluate e(n), it is convenient to
employ a z-plane analysis because the Hurwitz stability has also been
expressed on the same plane. Referring to Figure 5, it can be seen that

e(n) = y(n) - y'(n), and since the process to be predicted, y(n),isindependent

of w, and v,

de(n) 8v'(n)

aw, aw,

and

ae(n) dy'(n)

av, av,

(28)

(29)

The derivation of equation (28) can now be considered, with equation (29)
being similarly derived. Written in operator notation by reference to Figures 3

and 4,

y'(n) = H(9-I)Y(n) (30)

If it is assumed that the quantization noise is zero, then y(n) = y(n) and

equation (30) becomes
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y'(n) = H(q-') y(n) (31)

which in z-transform notation can be written as

Y'(z) = H(z) • Y(z) (32)

Using equation (28),

ae(n) ay'(n) I a

aw, aw, 2rrj
du, H(z) Y(z) I dz (33)

where the right-hand side of equation (33) represents the inverse z-transform
of the derivative of the bracketed term. However, since Y(z) is not a function
of w,, equation (33) can be written as

de(n) I f

aw, 2rrj

and from equations (22a) and (22b),

Y(z) OH(z) dzaw, (34)

8e(n) I OFl(z,w,)

aw, = 2aj I y(z) • aw, d

since F7(z,v,) is not a function of w,. But

8 a 7,"
17 2 - 2z -' cos w, + I I

dw, dw, -o

--2z-' cos w,+II

•Iz ' -2z- Icos h; + I]}
=2z-Isin w,fJlz--2z- 'eosw, +11

I-o

2z ' sin w,
F(z wI

(--'-2z-Icos w,+1) ^, '

(35)

(36)
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Thus, from equations (35) and (36)

de(n) 1 f

8w, 2w.i

2z-1 sin w,

---2z 'cosw,+l)

FI(z,w,)Y(z)I dz . (37)

Note, however, that Y(z)F1(z,w,) = Y^(z) has already been computed during

the filtering process (Figure 5) as a result of the H(z) decomposition into
FI(z) and F,(z). Thus, equation (37) can now be written in terms of the

already computed signal y(n) as

de(n) - 1 2z ' sin w; ^
dzn

8w, - ylO
*
211i (z -- - 2z-' cos w; + 1) (38)

where * denotes the convolution operator. This can be expressed in delay

operator notation as

de(n) _ _ 2q ' • sin w,

8w; (q 2 - 2q-I cos w; +

Thus, the coefficient updating equation for w, becomes

(39)

w;(n + 1) = On) + K • e(n)
2q ' sin w, v] (n)

[(q-z 2q-I cos w, + I)" 1 (40)

and similarly for v,(n)

2q -I sin w, yz(n)
v,(n + 1) = v, (n) + K- e(n) [(q-2 - 2q-I cos w; + 1)" - (41)

The physical significance of w, and v, during adaptation can be more clearly
understood by referring to Figure 7, in which p, is the actual modeled pole
approximated by w, and v,. The Hurwitz stability separation criterion ensures
that all poles are modeled by w, on the left (or right) side and by v, on the
right (or left) side at all times. During adaptation, the w, and v, coefficients
move closer to p„ and hence toward each other. In this respect, the Hurwitz
stability/separation conditions ensure that these w,, v, poles fall on the same
side of the approximated poles, and thus there is no crossover between w,

and v, during adaptation.
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W,(n) / \ Vi(n)

W,(n+1) Vi(n. 1)

Figure 7. Physical Significance of the Transfer Function
Coefficients During Adaptation

The algorithm described above has been integrated in an ADPCM coder
operating at 40, 32, and 24 kbitfs [161. In these implementations [13],[16],
a 10th-order adaptive all-zero filter was realized using a sign least mean
squares transversal filter. The all-pole part of the predictor was implemented
using a 16th-order fixed-pole filter and a 4th-order adaptive Hurwitz-based
pole filter.

Tests were conducted at COMSAT Laboratories [ 17] which compared such
an ADPCM codec with a G.721 type of codec, both employing a 5-bit adaptive
quantizer. These tests objectively measured codec performance with analog
signals and voiceband data at high bit rates (9,600 and 14,400 bids). All of
the tests were performed within the COMSAT Laboratories voiceband test
facility [24] and included analog R-28 impairments [25]. Table I summarizes
some of these measurements.

The test results show that consistently better performance was obtained
with the Hurwitz-based ADPCM coder than with the G.721-based coder. With
respect to modem block error rate (MBLER) measurement as a function of
line signal-to-noise ratio (S/N), this difference in performance can be attributed
to the implementation of higher order predictors, which is made possible by
the relative ease of stability monitoring of the Hurwitz-based filter. With
respect to MBLER measurements as a function of line error rate (HER), it is
believed that the superior performance of the Hurwitz-based filter can be
attributed to other properties of this ADPCM coder, such as the adaptive
predictor gain coefficients [26].
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TABLE 1. OBJECTIVE VOICEBAND DATA PERFORMANCE OF Two CoDFCS*

BIIRwrr/: BASED

ADPCM CODER

0.721-BASE)

ADPCM CODI R

CONDITION/CODER (40 khivs) (40 khil/s)

Typical V.29 Modem at 9,600 hal

MBLER at S/N 24 dBp for One Link (1.8 * 0.5) X 10 ` (4.8 `- 0.8) X 10

MBLER at S/N = 24 tints for Two

Asynchronous Links

(3.9 - 0.9) X 10 (1.6 - 0.3) x 10 '

MBLER at LER = 10 ' fur One Link

Typical V.32 Modern at 9,600 bitl,,

(8.5 - 1.0) x 10 (L0 - (L 1) x 10

MBL.BR at S/N = 21 dBp for Three

As nchronous LinksY

(8 + 1.2) X 10- (5 - I) X I(1 '

-MBLER at LER = 10 ` for One Link

Typical V.33 Modem at 14,400 bit/s

(6.4 ± 1.5) x 10 (8 R ± 1.5) x l0

MBLER at S/N = 30.5 dBp for Two (5 -' I) X 10 (2.4 - 03) X 10 =

Asynchronous Links

MBLER = 511 bits/block.
Figures are based on 100 earned block events, or 100.000 s of elapsed measurement time

(whichever occurred first).
Confidence intervals are based on ± 2.a.

A series of extensive subjective evaluation tests was conducted by Bell
Communications Research (U.S.) 1191, and Kokusai Denshin Denwa Com-
pany, Ltd. (Japan) [181 to assess the speech quality of such ADPCM coders
for the English and Japanese languages, respectively. In these tests, a
32-kbit/s Hurwitz-type algorithm was used and compared to G.721, also at
32 kbit/s. From an analysis of the results it was concluded that the Hurwitz-
based algorithm gave slightly better performance than G.721 in more cases
than the reverse, but the differences were within the bounds of experimental

error and were not thought to be statistically significant.

Conclusions

An adaptive uR algorithm based on the Hurwitz stability criterion has been
presented that allows the stability monitoring of a pole/zero ADPCM predictor
configuration. Because the algorithm is capable of easily modeling higher
order processes, it would be particularly applicable in predictive encoding of
processes generated by higher order source models, such as voiceband data.
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raised cosine filter family
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Abstract

Normalized pole and zero locations that approximate the full and square-root raised

cosine families of frequency responses are presented. The normalized roots are
particularly useful in modem designs that realize Nyquist data shaping with analog
filter implementations. However, they could also be used with an infinite impulse
response digital design.

Pole and zero values are tabulated in 10-percent rolloff rate increments from 10
through 100 percent for the full cosine, and 20 through 100 percent for the square-
root cosine. The pole and zero locations are arrived at through separate computer
optimization of the magnitude and group delay responses. The resulting approximation
families exhibit negligible intersymbol interference and greater than 40 dB of stopband
rejection. The typical degradation in computer-simulated bit error rate is on the order
of 0.02 dB.

Introduction

This paper develops approximations for the raised cosine filter family that
can be used to band-limit digital data transmission without producing
intersymbol interference (IsI). The filters are specified in terms of poles and
zeros that are normalized to a I-Hz low-pass bandwidth. In the background
section, the need to precisely regulate the spectral shape when band-limiting
digital data is discussed. Moreover, Nyquist has defined the required spectral
characteristics in a very general way, such that numerous families of functions

127
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satisfy the band-limiting constraint and exhibit no Ist at the detection sampling
instants [11. A widely used subset of these Nyquist functions is the raised

cosine family, which is specified in terms of its rolloff factor.
In a strict sense, Nyquist spectral shapes are not physically realizable. The

particular features of the raised cosine that render it unrealizable are its
perfectly flat passband and its infinite attenuation stopband. These two
requirements led to the establishment of error ripple constraints as guidelines
in approximating the raised cosine magnitude sections. The specific guidelines
selected were 0.5-percent root mean square (rms) passband ripple and 540 dB
of stopband attenuation. Group delay equalization was effected by cascading
first- and second-order compensation sections until the degradation in
computer-simulated bit error rate (BER) for quaternary phase-shift keyed
(QpsK) modulation with perfect synchronization was on the order of 0.02 dB.
These results should also be valid for binary phase-shift keying (BPSK).

Intermediate rolloff full and square-root 50-percent raised cosine approx-

imations were developed first. Candidate root selection did not prove effective,
primarily because the resultant bell-shaped pole clusters are completely unlike
that of any well-known filter family. Hence, initial estimates for subsequent
family members were obtained by extrapolation. Both the full and square-

root 50-percent raised cosine approximations were group-delay equalized

with one second-order section. The overall delay through each of these
50-percent composite filters corresponded to a duration of about 2.5 data

symbols.
Next, a complete family of full and square-root raised cosine approximations

was computed in 10-percent rolloff rate increments. The range was 10
through 100 percent for the full raised cosine, and 20 through 100 percent
for the square-root raised cosine, where the 20-percent square root response
is roughly equivalent in transition band shape factor and implementation
complexity to a 10-percent full raised cosine response. With a nominal rms
error ripple of 0.5 percent and better than 40 dB of stopband rejection, both
the full and square-root approximations resulted in negligible BER degradation
over the entire rolloff range. The required amount of group delay equalization
varied from one first-order section for the full 100-percent raised cosine to
five second-order sections for the full 10-percent raised cosine. These had

delays ranging from 1.35 to 13.5 data symbols, respectively.
In the overview section, the importance of group delay compensation is

illustrated by plotting the Bea for the raised cosine family's magnitude
approximation alone. To summarize the performance and put the approxi-
mation results into perspective, magnitude and group delay frequency
responses and eye patterns are given for 20-, 50-, and 100-percent rolloff

rates.
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Nyquist has shown that it is possible to transmit sequences of digital data
without Psi. To do this, the transmission path must possess a vestigial type
of symmetry about its half-amplitude point, as well as linear phase or
equivalently flat group delay III-14]. Other more general frequency domain
characteristics which inhibit isi have also been defined [5]; however, they

typically yield asymmetrical impulse responses and are difficult to implement
with analog hardware.

Figure 1 shows specific Nyquist amplitude shapes. The best known is the
ideal rectangular frequency characteristic. Its impulse response is

h(t) =
sin (nET)

(tilT) (1)

where T = IIR is the data symbol duration in seconds, and R is the data
rate in baud. The zero crossings of h(t) occur at uniformly spaced time
instants oft = T, 2T, 3T, . . . Hence, if adjacent responses are superimposed
(such as when a sequence of data symbols is transmitted), the adjacent
responses do not interfere at the detection sampling points.

As with the ideal rectangular filter characteristic, it is well known that the
raised cosine shape also exhibits equally spaced axis crossings with no Psi at

To

0.5

- IDEAL
RECTANGULAR

TRIANGULAR

Do 1 \I
0 R/2 R

I

Figure I. Nyquist Magnitude Shapes
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the detection sampling instants. The magnitude response of the raised cosine

function is defined by

IH(A =

1 f C fl 4 (1 - r) fig

j l - sin L2r( f I < f fo (2)
2 l

0 f'--fo A (1 + r) f,

where r = rolloff factor
= half-amplitude frequency
= maximum unity transmission frequency

fo = minimum zero transmission frequency.

For illustration , a representative sample of raised cosine filters with rolloff

rates of 20 , 50, and 100 percent are plotted in Figure 2. The filters can be
described as having a perfectly flat amplitude response up to.f„ a cosine-

shaped transition band, and no transmission abovefo. Implicit in this discussion

is the assumption of linear phase. This is usually brought about in practice

by cascading all-pass group delay equalization networks . Without linear

phase in the frequency domain, the transformed impulse response would not

have an even time symmetry.

Figure 2. Raised Cosine Magnitude Shapes
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Equation (2) is a lowpass representation . An analogous definition at
bandpass requires arithmetic symmetry about some center frequency . Unfor-
tunately, the two definitions are not equivalent because the classical lowpass-
to-bandpass transformation exhibits geometric symmetry, except when the
percent bandwidth A 2Af/f, (double-sided bandwidth divided by center
frequency) is relatively small, such that (I - Wf/t)-I = I + Af/,f. Thus,
the development of a bandpass prototype raised cosine rolloff filter is a
separate issue, and only the lowpass representation will be dealt with here.

References 6 and 7 document previous attempts at approximating the raised
cosine characteristic . Nader and Lind [6] develop an analytic theory for the
design of an optimal analog data transmission filter. Theirs is primarily a
time domain technique, which is based on minimizing the Isi at the detection
sampling points. An interesting facet of their solution is that it does not
require group delay equalization . As a result , the impulse response does not
exhibit an even time symmetry , although it does have very good Isi
performance . The disadvantage of this technique is that the filter selectivity
and stopband attenuation cannot be easily specified or controlled.

Kesler and Taylor [7) use an all-pole Butterworth filter whose 3-dB
bandwidth and a portion of its attenuation slope are matched to the desired
raised cosine rolloff magnitude characteristic. For group delay equalization,
they employ a power series expansion technique that yields maximally flat
delay. The advantage of their method is its simplicity. The disadvantage is
that the magnitude response is not a precise match because of the Butterworth
constraint and the incumbent omission of complex zeros.

The approach employed in this paper is based on a minimum mean square
error (MMSE ) computer optimization of a candidate pole and zero set, to the
exact frequency domain symmetry criteria defined by Nyquist . The merit of
the solution was determined from its impact on the channel sea. Moreover,
familiarity with filter theory was exercised , both in selecting the candidate
roots and in interacting with the optimization routine.

Approximating the raised cosine characteristic

An ideal raised cosine rolloff filter is not realizable because of two
fundamental discrepancies: a perfectly flat passband and a stopband with
zero transmission, or equivalently, infinite attenuation. In the transition band,
cosine shaping does not present any fundamental problems, although it is
quite unlike that of any common generic filter such as Butterworth, Chebychev,
or Cauer.

The pole-zero approximations for the raised cosine filter family were
determined through separate computer optimizations of the magnitude and
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group delay responses. The routines, described in detail in the Appendix,
may be characterized here simply as a straightforward application of an MMSE
convergence constraint. The MMSE constraint typically gives rise to an error
ripple. In the passband, the approximation generally exhibits a nearly
equiripple error; whereas in the stopband, the error manifests itself as

attenuation ripple and notches.
The effects of passband ripple error and finite stopband attenuation were

evaluated by using a computer-simulated BER of a 50-percent raised cosine
filtered data channel. COMSAT's communications channel modeling program
(CHAMP) was used for this purpose [81. Because of its widespread utility,
QPSK was the selected modulation technique. To facilitate an ideal matched
filtered Nyquist channel, square-root 50-percent raised cosine filtering was
used on both the transmit and receive sides 191-[121. The filters were defined
by 41 frequency domain points spaced equally from zero to R = 11T (Hz).
To isolate the effects of passband amplitude ripple, the stopband attenuation
in the simulation was set to 90 dB and the group delay variation was set to
zero. An equiripple passband was then simulated by alternating the sign of
the error added to successive data points. As a result, five equiripple cycles
occurred in the unity transmission portion of the passband. Table I lists the

results for the transmit and receive filters.

TABLE 1. COMPUTER-SIMULATED SQUARE-ROOT 50-PERCENT COSINE

ERROR RIPPLE DEGRADATION

PEAK

AMPLITUDE DEGRADAIION IN E,IN,,

ERROR FOR BER = 10

(y) (d6)

TRANSMIT FILTER

+5 0060
±2 0015
. 1 0.009
-0.5 0.005

RECEIVE FILTER

.5 0090

+-2 0.o21
± 1 0.011
±0.5 0.008

The degradation for a maximum stopband attenuation limit on the transmit
and receive filters is summarized in Table 2. In practice, a transmit filter
must typically have greater than 40 dB of stopband attenuation to limit out-
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of-band (ooB) spurious response. This value corresponds to a BER degradation
for a single filter of about 0.005 dB. For a comparable amount of degradation,
a peak error ripple of no more than 0.5 percent in the passband is allowed.
Hence, a 40-dB stopband and a 0.5-percent passband were chosen as tentative
approximation guidelines, such that they could be compromised later as a
function of the resulting performance and filter complexity.

TABLE 2. COMPUTER-SIMULATED SQUARE-RooT 50-PERCENT RAISED

COSINE ATTENUATION LIMIT DEGRADATION

STOPRANU

ATTENUATION DEGRADATION IN E„/N,

LIMIT FOR BER = 10

(dB) (dB)

TRANSMIT FII TIiR

-50 0.004
-40 0.004
- 30 0.005
-20 0.029

RECEIVE FILTER

-50 0.004
-40 0,005
-30 0.013
-20 0.092

The degree of phase equalization required was also determined on the
basis of BER. That is, phase compensation was achieved through a cascade
of first- and second-order all-pass networks. Hence, sections were added
until the cumulative degradation in error rate from all sources was on the
order of 0.01 dB. Although this appears to be a rather stringent requirement,
the resultant filter complexity is not at all severe.

50-percent raised cosine candidate root selection
and results

In Figure 3, the magnitude-squared frequency responses for the full and
square-root 50-percent raised cosine transfer functions are plotted on a semilog
scale. As the zero transmission frequency (ft) is approached, the slope of
the attenuation increases sharply, particularly for the square-root filter. To
realize this type of response, a function with attenuation poles or notches in
the stopband is necessary. For the full cosine, a single notch was sufficient.
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r-I

I
1.5

Figure 3. Full and Square-Root Raised Cosine Magnitude Response

With the square -root response , two notches were necessary . Moreover,

analogous increases in attenuation notch complexity prevail with sharper

rolloff elliptic filters [13].
It is well known that, for linear additive white Gaussian noise (AWGN)

channels, using a square -root Nyquist response for both the transmit and

receive filters yields ideal BER performance . In contrast , the full cosine

response was also considered because of its utility in nonlinear channel

applications . In particular , the transmit/receive filter apportionment of an

elliptic (which is relatively transparent over the Nyquist bandwidth) with a
full raised cosine has proven effective for nonlinear operation [l4]-[17].

The behavior of the raised cosine passband below f,, is not unlike that of

a maximally flat Butterworth response . For the full 50-percent raised cosine,
the ratio of the 10- to 1-dB bandwidth is about 1.6, which corresponds to a
five-pole Butterworth filter [18],]19]. Moreover , a fifth -order Butterworth

filter with a complex-zero notch positioned at f = 1.5 Hz was selected as
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the starting point for optimization. After a few cycles, it became clear that
the five-pole solution could not satisfy the 40-dB OOB constraint, so a sixth
pole was added. Table 3 lists the full 50-percent raised cosine results. The
poles and zeros have been normalized such that the Nyquist half-amplitude
bandwidth (6-dB down point) occurs at unity, which corresponds to operation
at R = 2 symbol/s. The maximum peak-to-peak (p-p) error ripple variation
and the minimum stopband attenuation are the worst-case points, whereas
the rms error is an average taken over the entire frequency response. Both
the Ems error and stopband attenuation are consistent with the approximation
goals of 0.5 percent and 40 dB, respectively. To achieve nearly equiripple
stopband behavior, a constant error-weighting multiplier with adjustable
frequency limits was employed.

TABLE 3. FULL 50-PERCENT RAISED COSINE MAGNITUDE APPROXIMATION

MAGNITUDE RESPONSL ERROR PARAMETERS

MINIMUM

MAXIMUM STOPBAND

P-P ms ERROR ATTENUATION
REAL IMAGINARY REAL IMAGINARY (s) (s) (dB)

0.0 ±1.5777 -0.6031 ±0.3177 0.0228 0.0053 41.6
-0.3219 ±0.7591

-0.2000 11.1538

An additional complex pole and zero pair was required to adequately
approximate the square-root 50-percent raised cosine. The results are sum-
marized in Table 4. Again, the approximation errors are compatible with the
desired guidelines.

TABLE 4. SQUARE-ROOT 50-PERCENT RAISED COSINE MAGNITUDE

APPROXIMATION

ZEROS (Hz) POLLS (Hz)

REAL IMAGINARY REAL IMAGINARY

1_1.5167 -0.7108 ±0.3584
±1.6819 -0.4025 ±0.8417

-0.2076 ± 1.2498
-0.0562 ± 1.4456

MINIMUM
MAXIMUM STOPBANU

P-P rms ERROR ATTENUATION

(s) (s) (dB)

0.0186 0.0050 41.7
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The migration of the roots from initial estimates to their final optimization
values is depicted in Figures 4a and 4b for the full and square-root 50-percent
raised cosine responses, respectively. The final pole locations are arranged
in a bell-shaped pattern which is unlike the elliptical patterns of such generic
filter families as Cauer, Chehychev, inverse Chebychev, and Butterworth.
Also, the final complex pole clusters are predominantly underdamped.

]in

a e

The zeros were constrained to be purely imaginary during optimization in
order to conform with conventional filter notation. As expected , their final
locations are just above the Nyquist stopband frequency limit, f0.

As explained previously , the number of first- and /or second-order group
delay equalizer sections were determined by the minimum amount required
to achieve negligible degradation in BER (--0.01 dB ). Table 5 lists the results
for the full 50-percent raised cosine approximation with the 6-dB bandwidth
normalized to 1 Hz, which corresponds to operation at R = 2 symbol/s.

TABLE 5. FULL 50-PERCENT RAISED COSINE GROUP DELAY EQUALIZATION

Group Delay Equalizer Roots

Real ±0.8070 Hz
Imaginary 0.2364 Hz

Error Parameters
Average Delay 1.3283 s
Maximum p-p 0.0606 s
Percent p-p 4.56%
Nomralized rms 0.0124 s

Equalization Bandwidth I Hz

4E„1N, Negligible

(a) Full 50% Raised Cosine Root Migration

Re

(b) Square-Root 50% Raised Cosine Root Migration

Figure 4. 50% Raised Cosine Root Migration

Im

Im

Re

The error parameters consist of the average delay, the maximum absolute

and percent peak-to-peak delay, and the rms delay normalized by the average.

These parameters are representative of the overall filter response, not just

the group delay compensation. The equalization bandwidth is the frequency

range over which group delay optimization was performed, and AEI,/N„ is
the BER degradation determined by computer simulation. For the full 50-

percent raised cosine approximation, one second-order equalizer section was

sufficient. Its roots are a pair of complex poles in the left half of the s-plane,

and a set of mirror image complex zeros in the right half-plane. For operation

at the Nyquist rate [lowpass bandwidth-symbol time product (BT) = 0.5],

the delay through the full 50-percent raised cosine filter is approximately

2.65 data symbols, or 2.65T. Note that about a 5-percent peak-to-peak delay

ripple over the Nyquist bandwidth was sufficient to yield negligible degradation
in BER.

Table 6 gives the group delay parameters for the square-root 50-percent
raised cosine approximation with the filter 3-dB bandwidth normalized to
1 Hz (R = 2 symbol/s). Again, one second-order equalizer section was
adequate. The overall filter delay was approximately 2.53T with about an
8-percent peak-to-peak ripple.
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TABLE 6. SQUARE-ROOT 50-PERCENT RAISED COSINE GROUP DELAY

EQUALIZATION

Group Delay Equalizer Roots

Real ±0.6921 Hz

Imaginary ±0.3846 Hz

Error Parameters

Average Delay 1.2649 s

Maximum p-p 0.0984 s

Percent p-p 7.78SE

Normalized rms 0.0143 s

Equalization Bandwidth 1.1 Hz

AE,/N,, 0.027 dB

The eye patterns for the full, square-root, and cascaded square-root
50-percent raised cosine filters are shown in Figure 5. The responses exhibit
an even time symmetry, and the Pit at the detection sampling point is
negligible for the full cosine; whereas, it is just noticeable with the cascaded
square-root approximations. In particular, the BER degradation corresponding
to the latter case is 0.07 dB. This is more than twice the degradation of a
single square-root filter (0.027 dB) because the magnitude and delay errors
reinforce perfectly in the simulation, and BER is a nonlinear function of these
parameters. However, the net degradation is still less than 0. 1 dB, which is

virtually negligible in practice.

A family of full and square -root raised cosine filters

Once the 50-percent raised cosine poles and zeros were obtained, initial
estimates for adjacent family members were extrapolated from these, until
the entire family was resolved. Depending on the rolloff factor, poles were
added or deleted to maintain the consistency of the error parameters. For the
full raised cosine, one complex zero pair was always sufficient to achieve

the desired transition band shape factor.

Full raised cosine magnitude approximation

The full raised cosine family magnitude results, listed in Table 7, are
normalized to a 6-dB bandwidth of I Hz for operation at 2 symbol/s. The
rms error is typically around 0.5 percent and the minimum stopband attenuation
is greater than 40 dB. Adding additional poles and zeros can improve the
ripple and attenuation parameters; however, such endeavors did not yield a

RAISED COSINE POLE 7ERO AI'PROXIMAI IONS

(a) Full 50% Raised Cosine

(b) Square -Root 50% Raised Cosine

(C) Cascaded Square-Root 50% Raised Cosine

Figure 5. 50% Raised Cosine Eye Patterns

return-to-scale improvement in computer-simulated BIiR. Furthermore, in-
creasing the stopband attenuation degraded the group delay so that it required
more sections to be equalized.

139
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TABLE 7. FULL RAISED COSINE MAGNITUDE APPROXIMATION

ERROR

MAGNITUDE RESPONSE PARAMETERS
MINIMUM

ZEROS (Hz) POLES (Hz)
MAXIMUM rms STOPHAND

ROLLOFF P-P ERROR ATTENUATION

RATE REAL IMAGINARY REAL IMAGINARY (S) (s) (dB)

100 0.0 `-2.1321 -0.6614 0.0 0.0165 0.0045 43.1

-(E5842 ±0.7211

-0.3804 ± 1.3878

90 0.0 ±2.0365 -0,7573 0.0 0.0202 0.0057 41.7

-0.5506 -0.6570

-03543 ± 1.3109

80 0.0 ± 1.9156 -0.8194 0.0 0.0210 0.0063 41.5

-0.5019 ±0.6260
-0.3244 ± 1.2487

70 0.0 ±1.7839 -0.5409 --0.4114 0.0141 0.0038 44.0

-0.4649 -0-8572
-0.2813 ± 1.2969

60 0.0 -1.6900 -0.6440 ±0.3755 0.0190 0.0048 42.1

-0.4011 -0.7598

-0.2395 ±1.2101

50 0.0 t1-5777 -0.6031 ±03177 0.0228 0.0053 41.6

-0.3219 -0.7591

-0.2000 ±1.1538

40 0.0 -1,4578 -0.5471 0.0 (10181 0.0044 42.4

-0.4879 -0.5605

-0.2679 --0.8359

-0,1606 -1.1436

30 0.0 ± 1.3446 -0.5256 0.0 0.0221 0.0048 41.4

-0.4337 ±0.4907

-0.2004 -0.8376
-0.1256 -1.0847

20 0.0 ± 1.2308 -0.5753 0.0 0.0214 0.0042 41.0

-0.7136 ±0.3443

-0.3610 -0.6070
-0.1421 -0.8858
-0.0879 ±-1.0533

10 0.0 ± 1.1152 -0.5934 -0.1456 0.0217 0.0034 41.1

-0.4334 ±0.2826

-0-2906 ±0.5909

-0.1811 ±0.8116

-0.0722 -0.9439
-0.0444 ± 1.0267

Full raised cosine group delay equalization

Table 8 catalogs the group delay compensation results for the full raised
cosine family. The number of group delay equalizer sections required was
basically that amount which rendered the computer-simulated BER degradation
negligible. Examination of the list reveals that a single first-order section
was necessary for rolloff rates from 100 percent down through 60 percent,
a second-order section was used for 50 and 40 percent, and cascaded sections
were required at 30 percent and below. The average delay through the
composite filter ranged from approximately 1.37T (where T = I IR = 0.5 s)
to 13.5T for 100- through 10-percent rolloffs, respectively. It was generally
only necessary to equalize the peak-to-peak ripple to a value of about
5 percent of the average delay over 1 to 1.2 times the Nyquist bandwidth.

TABLE 8. FULL RAISED COSINE GROUP DELAY EQUALIZATION

GROUP DELAY

EQUALIZER ROOTS

(HZ) ERROR PARAMETERS

ROLIAFF

AVERAGE

DELAY

MAXIMUM

P-P

PERCENT

P-P

NORMALIZED

rms

EQUAL.

BAND AEb!N„

RATE REAL IMAGINARY (s) (S) (%) (s) (Hz) (dB)

100 ± 1.8210 0.0 0.6851 0-0366 5.34 0.0108 1.2 0.015

90 ± 1.4586 0.0 0.7370 0.0310 4.21 0.0136 1.1 0.02

80 - L1320 0.0 0.7991 0.0486 6.08 0.0193 1.1 0.025

70 ±0.8834 0.0 0.9522 0.0261 2.74 0.0095 1.0 0.00

60 ±0.7364 0.0 1.0194 0-0314 3.08 0.0084 1.0 0-00

50 ±0.8070 10.2364 1.3283 0.0606 4.56 0.0124 1.0 0.00

40 -0.5248 ±0.3336 1.5934 0.0522 3.28 0.0083 1.0 0.00

30 -0.4415 0.0 2.0696 0.0898 4.34 0-0104 1.0 0.01
0.4060 -0.5044

20 ±0.3158 0.0 3.2398 0.1300 4.01 0.0080 1-0 (1015
X0.3013 ±0.3282
X0.2666 ±0.6703

10 ±0.1566 ±0.0884 6.2574 0.3172 5.07 0.0110 1.0 0.02
10.1541 ±0.2690
±0.1501 ±0.4492
±0.1427 ±0.6324
10.1284 -0.8185
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Square-root raised cosine magnitude approximation

Table 9 presents data for the square-root raised cosine magnitude response,
with the 3-dB bandwidth normalized to 1 Hz for operation at R = 2 symbol/s.
Two complex zero pairs were required in order to approximate each member
of the square-root cosine family because of the sharper transition attenuation
relative to the full cosine. Also, more poles were typically needed for a given
rolloff rate. As before, the rms error was about 0.5 percent and the minimum
stopband attenuation was greater than 40 dB.

Square-root raised cosine group delay equalization

Table 10 lists the group delay equalization results for the square-root raised
cosine family. Scanning the table reveals that one second-order section was
sufficient for the 100- through 50-percent rolloff rates, while cascaded sections
were necessary for sharper rolloffs. The composite filter delay ranged from
1.65T at 100 percent to 6.36T at 20 percent. Peak-to-peak group delay ripples
as large as 10 percent did not significantly degrade the BER, and the
equalization bandwidth again ranged between 1 and 1.2 times the Nyquist
bandwidth.

Overview of the results

The BERs for the raised cosine family approximations of Table 9 are plotted
in Figure 6, with identical square-root responses allocated to the transmit
and receive sides. These BER, represent the performance attainable by
approximating the Nyquist magnitude criterion alone; that is, no effort was
made to equalize the group delay response. It is apparent that the error rate
degrades dramatically for the sharper rolloff filters. The modulation technique
used in the simulation was QPSK. Multilevel signaling schemes would probably
suffer more degradation because they exhibit greater sensitivity to ist. BER
curves for the group delay equalized cases were not plotted because they
would virtually be superimposed on the ideal BPSK!QPSK curve.

To give an overview of the results, the full raised cosine magnitude and
group delay responses for rolloff rates of 20, 50, and 100 percent are depicted
in Figure 7. The corresponding square-root raised cosine responses are plotted
in Figure S. These figures show that it was unnecessary to equalize the group
delay out to its peak, because the peak occurs substantially beyond the 3-dB
frequency and little output power is passed at those frequencies. Also, the
group delay characteristic has a plateau below its peak. This is caused by
soft rolloff in the low-frequency portion of the transition hand; whereas, the
peak results from the excessively sharp attenuation near the cutoff frequency,
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TABLE 9. SQUARE-ROOT RAISED COSINE MAGNITUDE APPROXIMATION

MAGNITUDE RESPONSE

ERROR

PARAMETERS
MINIMUM

ROLLOFF
ZEROS (Hz) Polls (Hz)

MAXIMUM

P-P

Oils

ERROR

STOPBAND

ATTENUATION

RATE to Al. IMAGINARY REAI. IMAGINARY (s) (s) (dB)

100 0.0 - 2 0399 0.7522 ± 0.4858 0.0381 0.0067 42.4

0.0 ±25863 -0.4761 ± 13331

-0.1417 ± 1.8013

90 0.0 ±1.9389 -0.6876 -0.4970 0.0388 0.0069 42.1

0.0 --2.4402 -0.4425 ± 1.2815

-0.1327 ± 1.7157

80 0.0 -1.8379 -0.6229 `-0.5081 0.0400 0.0068 41.3

0.0 -22940 -0.4089 -12298

-0.1236 -1.6299

70 0.0 ± 1.7304 -0.9141 0.0 0,0293 0.0056 42.6

0.0 -2.0169 -0.5588 -0.6988

-0.3190 -1.2822
-0.0901 -1.5765

60 0.0 -1.6286 -0.7402 0.0 0.0297 0.0054 41.3

0.0 ±1.8754 -0.4741 -0.7252
-02807 ± 1.2390

-0.0812 1.4960

50 0.0 ±1.5167 -0.7108 -0.3584 0.0186 0.0050 41.7

0.0 -1.6819 -0.4025 ±0.84t7

-0.2076 ± 1.2498

- 0.0562 t.4456

40 0.0 ± 1.4100 -0.5518 -0.3326 0.0193 0.0047 42.4

0.0 -1.5692 -0.3095 -0.8394
-0.1687 11,1806
-0.0438 ± 1.3479

30 0.0 ±1.3080 -0.5052 -0.3139 0.0409 0.0059 41.6

0.0 -1.4457 -0.2750 -0,9289
-0.1561 -1,1037
-0.0388 ± 1.2459

20 0.0 `-1.2052 -0.5119--0.0 0.0257 0.0055 40.4

0.0 -12990 -0.4104 -0.5007

-0.1984 -0.8855

-0.1110 ± 1.0738

-0.0291 ± 1.1677
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TABLE 10. SQUARE-ROOT RAISED COSINE GROUP DELAY EQUALIZATION

GROUP DELAY

EQUAI.IzLR ROOTS

(Hz) ERROR PARAMETERS

AVERAGE MAXIMUM PERCENT NORMAIJzED EQUAL

ROLLOEE DELAY p-p p-p rms BAND AE„IN,,

RATE REAL IMAGINARY (s) (s) (%) (s) (Hz) (dB)

100 1 1.0804 10.6625 0.8252 0.0253 3.07 0.0091 1.2 0.023

90 ± 1.0898 -0.5900 0.8573 0.0329 3.83 0.0111 1.15 0.028

80 ± 1.1265 '-0.4797 0.8893 0.0420 4.72 0.0131 1.1 0.026

70 11.0740 10,3662 1.0017 0.0560 5.59 0.0117 1.1 0.021

60 ±0.8664 ±0.3823 1.1000 0.0780 7.09 0.0140 1.1 0.021

50 10.6921 10.3846 1.2649 0.0984 7.78 0.0143 1.1 0.027

40 ±0.5507 0.0 1.7022 0.1724 10.13 0.0182 1.1 0.013

-0.5334 ±0.5885

30 -0.4045 -0.2309 2.2220 0.2216 9.93 0.0197 1.1 0.012

±0.3857 -0.6841

20 10.3387 ± 0.1640 3.1822 0.1019 3.20 0.0058 1.0 0.016

±0.3490 ±0.4881

-0.3226 -_0.7629

J0 . Such behavior is a consequence of the well-known relationship between
magnitude and phase for linear minimum phase networks.

Eye patterns for the square-root and full raised cosine responses with
rolloff rates of 20, 50, and 100 percent are shown in Figure 9. They correspond
to a time-synchronous overlay of the filtered responses from all possible
digital input data sequences, viewed over a one-symbol aperture. The sharper
rolloff filters exhibit more ringing and overshoot in their responses, and their
zero crossings are more broadly distributed. This zero-crossing dispersion
gives rise to pattern jitter in a modem's symbol timing recovery circuit. Note
that the eye patterns for the 100-percent raised cosine have negligible zero-
crossing dispersion. The dispersion has effectively been traded for softer

rolloff and greater spectral occupancy.

Conclusions

A broad range of full and square-root raised cosine family magnitude
responses have been approximated with a modest number of poles and zeros,
and equalization of the group delay response has entailed relatively little
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Figure 6. BERs for the Raised Cosine Magnitude Approximation

additional complexity. In particular, a full 50-percent rolloff group delay
equalized filter required only two complex-zero and four complex-pole pairs;
whereas, a 50-percent square-root response used three zero and five pole
pairs. The QPSK BER degradation for operation at the Nyquist rate was
nominally on the order of 0.02 dB for both the full and square-root cosine
families of filters, although when two square-root responses were cascaded
the BER degradation approached 0.1 dB. The rms magnitude and group delay
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(a) 20%, Magnitude (b) 20%, Group Delay
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(d) 50%, Group Delay

Figure 7. Full Cosine Magnitude and Group Delay

error ripples were typically 0.5 and 1.5 percent, respectively, and the
minimum 008 rejection was greater than 40 dB. Moreover, solutions of
lower implementation complexity could be traded for greater ripple error,
poorer OOB response, and increased HER degradation. In particular, the raised
cosine approximation appeared very sensitive to the magnitude of stopband
attenuation. That is, more pole-zero complexity is required in the magnitude

E(a) 100%, Magnitude (t) 100%, Group Delay

Figure 8. Square-Root Cosine Magnitude and Group Delay

response to achieve a sharper attenuation characteristic. This in turn causes
greater group delay dispersion, which necessitates a more complex equalizer.

When rectangular digital data pulses drive the transmit filter. x/sin(x)
aperture compensation is necessary to minimize Ist, as described in Refer-
ence 12. More specifically, the full or square-root transmit raised cosine filter
must be cascaded with a network that resembles the x/sin(x) response. Hence,
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(c) Square-Root 50% (u) Full 50%
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separate families of raised cosine approximations could be generated for the
combined response. It should be possible to develop such an approximation
with little or no increase in complexity relative to the raised cosine alone.
However, for the softer rolloff filters, the x/sin(x) aperture peaking is quite
abrupt, which can result in a filter with a large net gain over a broad region
in the transition band. Consequently, aperture compensation peaking con-
straints are necessary to approximate the aggregate response. This would be
an interesting topic for follow-up work.

Group delay equalization had a substantial impact on BER performance
because it is the primary contributor in facilitating an even time symmetry
to suppress Isl in the impulse response. The surprising result was that
relatively coarse equalization could yield such exceptional BER performance.
In particular, it was found that (depending on the rolloff rate) a 5- to 10-
percent peak-to-peak group delay error optimized at over 1.0 to 1.2 times
the Nyquist bandwidth was sufficient to achieve negligible BER degradation.
To explain this, it could be speculated that beyond the Nyquist half-amplitude
frequency, where the energy distribution of the data spectrum falls off, the
group delay variation has proportionally less impact. Moreover, the consistent
5- to 10-percent equalized group delay variation was achieved by normalizing
relative to the average delay rather than to the data pulse interval. If the
latter normalization had been used, the peak-to-peak group delay variation
for the 10-percent full cosine rolloff filter would be more than 60 percent of
a symbol duration. Hence it appears that, as the average equalized filter
delay increases, there is less sensitivity to delay dispersion, possibly because
the impulse response energy is more spread out for the sharper rolloff filters.

The amplitude and group delay computer optimization routines generally
converged well, although occasionally they settled on local minimums.
Premature convergence was easily detected and redirected through user
interaction. A Fletcher-Powell convergence algorithm was also tried, but it
did not converge as rapidly or to as small an error.
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Appendix . Optimization routines

Amplitude matching

A Fortran computer program, AMATCH, was developed to match a candidate
set of poles and zeros to a desired amplitude response. In carrying out the
matching, poles and zeros are perturbed in small increments to minimize a
mean-square error (MsE) cost function. Optimization is not terminated until
a maximum peak-to-peak amplitude error ripple is either met or determined
to be unreachable. Hence, termination is effected when successive root
perturbations cease to lower the MSE.

Figures A-I and A-2 are simplified functional flow charts outlining the
AMATCH main program and its optimization routine, respectively. The variable
names are defined in Table A-I. Program operation is described as follows.
In the main program, pertinent reference data such as the frequency range
of computation, number of data points, and predistortion mode, are read in.
This information is used to compute a composite reference function, which
may be predistorted. Additional approximation data such as the frequency
range for matching, error weighting, and candidate poles and zeros must
then be input to calculate the approximating function and error parameters.
If a complete listing of the frequency response is not desired, the user can
proceed directly to the optimization, or select the same or new functions or
stop modes.

TABLE A-I. COMPUTER OPTIMIZATION VARIABLE NAMES

APTP Maximum peak-to-peak amplitude variation specified for convergence
I Total number of composite optimization cycles

J -log, (step-size increment) that led to termination

K Total number of root passes that led to termination
L Total number of iterations

M Number of consecutive iterations of the same root
MSE Mean-square error

MSELST Last MSE

MSENEW New MSE
MSEOLD Old MSE

RPL Maximum peak-to-peak amplitude or group delay variation computed for candidate
root locations

TPTP Maximum peak-to-peak group delay variation specified for convergence

The optimization routine consists of four nested no-loops, as shown in
Figure A-2. Beginning at statement 410, a convergence specification is read
in for the desired peak-to-peak amplitude ripple variation (APTP). Although
the program's convergence is based on an MSE cost function, termination is
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Figure A-1. AMATCH Main Program
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Figure A-2. AMATCH Optimization Routine
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resolved only when the error ripple is less than or equal to APTP. From the
relative magnitude of APTP, the number of perturbation step sizes is computed.
Also, the minimum MSE is set equal to MSEI.ST, and the total number of

iterations, L, is initialized.
The outermost of the nested Do-loops allows the subsequent optimization

procedures to be cycled as many as 10 times. In this loop, the average value
of the real and imaginary parts of the candidate roots is determined. Then,
in the second loop, a nominal value for the root perturbation step size is
calculated and this value is reduced by a factor of 2 with each ensuing pass
through the loop. In the third nested loop, the real and imaginary parts of
each pole and zero are perturbed in turn, for as many as 100 passes. Each
time the innermost loop is engaged, the total number of iterations is increased.
After the perturbation value is added to or subtracted from the real or
imaginary part of a root, a new Msn and its associated error parameters are
computed. If MSENEW ? MsE, the root is restored to its original value and
the next perturbation trial is summoned. Otherwise, MSE is set equal to
MSENEW, and the peak-to-peak ripple is checked for convergence. If RPL > APTP,
optimization continues. For the first 10 root passes (K < 10), no individual
root may be perturbed successively. This is to prevent any one root from
wandering away from a contributory location or locking on to a local
minimum. After 10 complete root passes, an individual root maybe perturbed
successively as many as 10 times in the same direction (M < 10).

The nested iterations discussed above are repeated until either normal
termination is concluded or a convergence restriction has been triggered. To
prevent excessively long run times, optimization will cease when L = 5,000
total iterations are completed. The routine will also end if K = 100 root
passes are encountered. Finally, if no further improvement in MsE: is possible
for any step size (or when l = 10 overall cycles are concluded), optimization

will also terminate.

Group delay equalization

A completely analogous program (GRDLOP) to that described for the
amplitude response was used to equalize the group delay. Figures A-3 and
A-4 are simplified flow charts for the main program and optimization routine,
respectively. Pertinent differences relative to the amplitude optimization
routine can be described as follows. Rather than having a reference group
delay function, a constant reference value is computed after the number of
equalizer sections has been determined and the composite average delay has
been established. The reference group delay value is not normalized, as is
the gain in the amplitude matching routine. The composite average is
calculated from the pre-equalized response cascaded with the equalizer. The
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Figure A-3. GRDLOP Main Program
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pre-equalized group delay characteristic is computed from the poles and zeros
that determine the magnitude response. Candidate equalizer root locations
can be input, or they may be selected internally by the program. With regard
to convergence, the peak-to-peak ripple termination parameter (Trre) and the
MSE cost function are still in effect.
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A simulation study of rain attenuation
and diversity effects on satellite links

J. MASS

(Manuscript received October 23. 1986)

Abstract

Rain cell shapes and sizes influence single path and diversity path attenuation
statistics. A simplified model is proposed which simulates the three-dimensional

structure of rain based on circularly cylindrical rain cells of constant rain rate having
a lognormal distribution of cell diameters and a linear distribution of cell heights.
The characteristics of these distributions depend on rain rate, and were originally

established from radar-derived and other experimental data. Subsequent model
adjustments were made to fit the experimental rain attenuation curves.

The simulation model requires earth station rain statistics either from meteorological

models or from actual rain measurements. Attenuation distributions are computed
along both single and diversity paths for a given frequency, elevation angle, and
station separation, and results are given for transverse and longitudinal orientations
of the diversity baseline. Model predictions are compared with experimental results
at 24 stations having different frequencies, climates, elevation angles, and diversity
spacings, and in most cases show discrepancies of less than I dB.

Introduction

Planning an earth station for satellite communications requires an estimate
of the attenuation due to rain, especially in the frequency bands above
10 GHz. When attenuation becomes unacceptably high for a given grade of
service, site diversity may be employed such that two interconnected earth
stations at some distance from each other are operated simultaneously. In

159
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the simplest configuration, only the path which experiences less attenuation
at any instant is used. The need for diversity becomes increasingly important

at higher frequencies and with stricter requirements for availability.
An estimate of attenuation statistics requires a good estimate of rain

statistics. For most locales, good rain accumulation data are available for
25 years or more. However, these data must be converted to rain-rate
distribution curves and then to single path attenuation distributions and
diversity path attenuation distributions as required by systems engineers.

Existing models

Many attempts have been reported in the literature to relate path attenuation
to rain measurements [ I ]-[4]. CCIR reports [5] have recommended the use
of "effective path lengths" to convert from point rain distributions to path
rain attenuation distributions, using computations of attenuation per kilometer
of path length at constant rain rate [6],[7]. The specific attenuation is of the
form a (dB/km) = aR°, where a and b are constants depending upon
frequency and rain type, and R is the rain rate in mm/hr. The effective path
lengths depend on elevation angle, and change with rain rate to account for
the variable spatial extent of the rain. The effective-path-length method,
which is fairly simple to use, is based on regression analysis of experimental
results; however, it may become inaccurate when applied to situations other
than those verified experimentally because it is not based on a physical model
of rain. Furthermore, it is not well adapted to estimating diversity performance.

As reviewed by Rogers [8], some attempts to estimate rain attenuation by
modeling the spatial structure of rain cells have been reported. Zintsmaster
and Hodge [91 assumed circularly cylindrical rain cells of constant height,

relating cell diameter to rain rate in different ways. Misme and Fimbel 110]
employed circularly cylindrical rain cells embedded in a pedestal of residual
rain for terrestrial paths. Fimbel I I I I applied the same method to slant paths
with a constant 3-km rain cell height. Misme and Waldteufel 112] modeled

rain attenuation on slant paths in the same manner, taking into account rain
cell sizes as functions of high and low rain rates (convective rain and

widespread rain, respectively). However, this method will probably not
account for diversity effects because it does not allow for cell size variability
at fixed rain rates. Rogers 113] used conically shaped cells of specified
heights, with base diameters varying according to a probability law. Because
he did not use cells of known rainfall, but rather cells causing a certain

attenuation for which statistical information was available from radar meas-
urements, it is difficult to apply this model when only rain statistics are

available.
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Allnutt and Rogers [14] proposed a simple site diversity model based on
estimating the "knee" in the curve describing the diversity gain (in dB) vs
the single path attenuation, as well as the diversity offset from the ideal
diversity gain. This model, which is applicable only to relatively large site
separations, assumes that the single path attenuation statistics are known or
obtained from the rain statistics by CCIR-recommended or other methods.

By applying Crane's two-component rain model 115], Shieh 116] recently
proposed a method which estimates diversity gain based on the spatial
characteristics of rain. This method uses spatial correlation techniques with
radar measurement results for convective (high-rain-rate) cells and the
associated widespread "debris" rain 1171. Climatic zones are defined in
terms of rain-rate exceedance statistics for convective rain and the mean and
standard deviation of the lognormal rain rates for debris rain, as well as the
relative contributions of convective and widespread rain.

Fedi and Paraboni [181 have recently proposed a radar-derived model to
predict path attenuation from rain statistics. Their model assumes cylindrical
cells of elliptical cross section with rain rate decreasing exponentially from
the center. The parameters for the cell distribution (peak rain intensity, radii
of cells) are taken from analysis of radar data collected in Italy, and the
density of cells is fitted to the given rain exceedance statistics for the locality
of interest.

Proposed model

The present study is based on a rain cell model previously developed at
COMSAT Laboratories 119] which attempted to estimate not only rain
attenuation from the geometric modeling of rain cells, but also diversity
performance which depends on the spatial characteristics of the rain cells.
The basic approach was similar to Fimbel's [I I ] in that it used the ratio of
the locus of "possible areas" for the (circular) rain cell centers that cause a
certain attenuation on a defined path, to the possible areas causing certain
rain rates at a point. These ratios provide the link between the readily
available point rain statistics and the required attenuation statistics.

To obtain results for diversity attenuation, larger diameter cells had to be
admitted. Therefore, instead of using a definite relationship between the rain
rate and the cell diameter, a lognormal cell-size distribution with a common
variance was assumed, with the mean value depending on rain rate. Thus,
larger rain cells are possible at a reduced probability. The need for many
cell sizes for each constant rain rate, as well as a more accurate calculation
of path length inside the cells, requires considerable computer time but should

cause no undue problems in any laboratory or technical institution. In this
study, an Amdahl 5860 computer was used with FORTRAN 77 programs.
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This method is still largely artificial in that it assumes cylindrical cells of
constant rain rate, however , it is believed that as the effects of horizontal
and vertical extent are taken into account , the difference between the model
and real rain cells would largely average out over longer time spans. The
parameters describing the cells (diameter and height as a function of rain
rate) were originally estimated from radar measurements of rain cells [20]-[22]
and were then adjusted to improve the model.

The required rainfall inputs to the model are either Rice-Holmberg [23]
parameters in the form of total yearly rainfall and thunderstorm-rain ratio,
or rain rate values exceeded as measured or estimated at the site . As more
experimental results have become available, it has been possible to test the
model in different climates for attenuation statistics on single paths and
diversity paths , with satisfactory results. The modeling also makes it possible
to investigate to a first approximation the elevation angle dependence of
single path and diversity path attenuations , as well as the effect of the
separation distance between diversity stations.

The proposed method could be extended to different cell shapes, especially
to the shape recently proposed by Capsoni et al. [241 (i. e., cylindrical cells
with rain rates exponentially decreasing with the radius), or to elliptically
shaped cells that embody information obtained locally from meteorological
radars. The proposed method assumes equal probability for rain cells to be
anywhere in the area around the paths, which precludes orographic effects
caused by such features as mountain ranges, lakes, and shorelines . Future
extension of the rain cell modeling could take some of these effects into
account by using different rain rate statistics for different areas around the
station.

Model description

The rain cell model used in this study is based on the following assumptions:

a. Rain cells are circularly cylindrical and of constant rain rate.
b. Rain cell diameters are lognormally distributed, with the median

depending on rain rate. The standard deviation of the lognormal
distribution was taken as 1.1 for all cell sizes.

c. Rain cell height (thickness) is given by four values of equal
probability. These heights are not necessarily measured from the ground,
but from the horizontal base of the cylinder to the horizontal top. Rain
in the process of falling but which has not yet reached the ground, or
rain which has reached the ground but is about to end, accounts for the
smaller heights. The cell heights also depend in some measure on the
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type of rain or on the rain rate, the maximum corresponding approximately
to the height of the freezing layer above the ground.

d. Rain cells are equally distributed horizontally, implying that
orographic effects are ignored.

For every sample rain cell taken from the population defined above, the
modeling program calculates the probability that the rain cells cover more
than a certain critical length, L, of a single path and of two paths
simultaneously. The variable Lc is the length of the path in the rain cell of
rain rate R that produces attenuation A, as given by Le = AlaR1i. These
probabilities are calculated relative to the probability that the rain cells in
question cover a point. Summing all the weighted possible areas for all the
cells of the chosen population of rain rate R and dividing by the weighted
possible areas for rain rate R at a point yields the ratio of the probability of
attenuation on a path exceeding A (due to rain cells of rate R) to the
probability of the rain rate R itself at a point.

The cumulative rain rate distribution curve is arbitrarily divided into
13 intervals for which the rain rate is assumed to be constant and equal to
the value at the center, as illustrated in Figure 1. Thus it is assumed that for
a certain percentage of the year (i.e., for a certain number of minutes every
year as defined by the width of the percentage interval), all rainfall is of a
fixed intensity and equal to the rain rate at the linear midpoint of the
percentage scale (e.g., 0.0075 percent for the interval from 0.005 to
0.01 percent). By summing these properly weighted contributions for all
intervals of R, the probability that A will be exceeded on one path or on two
paths simultaneously is given relative to the probability that R is exceeded
at a point.

To calculate the above probability ratios for path lengths in excess of L,
a simple approach was chosen. The length of the rain-covered part of the
path, L, was calculated by simple geometry (Figure 2). Then, the center of
the circular rain cell was translated in the horizontal plane to establish the
boundaries of the area within which the center of the rain cell must be located
in order to cover more than L, (L5, ? Lc) of one or both paths. This approach
was chosen to avoid solving the rather cumbersome explicit formulas for the
possible areas of the cell centers as a function of L, L, , and r (see Figure 2),
as used by Zintsmaster and Hodge [9]. This direct approach could easily be
extended to differently shaped rain cells (elliptical, spherical, conical, etc.).
Note that the path within the cell Lc is not always the horizontal projection
L on the circular base divided by cos(E), where E is path elevation angle.
In some cases, the path cuts through the upper base of the cell and is therefore
shorter.
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Figure 1. Cumulative Rain Rate Distribution at Clarksburg , Maryland,

October 1974 through September 1975
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To cover a point, the corresponding area of the cell center must be 7rr2.
Figure 3 illustrates the method for a certain radius r and covered length Lc,
yielding the possible areas al, a1,, a,, for a single path , diversity paths, and
point rain, respectively . By moving the circle of radius r, it can be verified
that whenever the center is inside shaded area a1, the circle will cover more
than Lc on the path from B; whenever it is in area a1,, it will cover more
than Lc on both paths; and whenever it is within aI„ it will cover point A.
Assuming that the cell could be anywhere with equal probability , it follows
that a1/ae is the ratio of the probability of a cell of radius r covering more
than Lc of a path to the probability of its covering a point . This is a purely
geometrical consideration and will be similar for slant paths , except that Lc
( Figure 3) will then be the projection of the real Lc onto the ground plane.

The simulation program establishes areas a1 and a1, by moving x,,yo
(Figure 2) to establish their boundaries . The possible area for rain cell centers
in the transverse case is a1,i for the case where the two diversity stations are
on an azimuth perpendicular to the satellite path azimuth , and a,z(, for the
longitudinal case in which the diversity stations are parallel to the satellite
azimuth.

a = COVERING A CRITICAL LENGTH, L
1 OR MORE OF A PATH LENGTH L

a = COVERING TWO PATHS SIMULTANEOUSLY
12 FOR Lc OR MORE

a3 = COVERING A POINT

Figure 2. Geometry for Two Paths From A and B intersecting a

Cylindrical Rain Cell
Figure 3. Locus Areas or Possible Areas for Centers of Circular

Rain Cells of Radius r
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Attenuation distributions from rain rate distributions

Performing the following steps, in sequence, will yield the attenuation

distributions:

a. Obtain a rain rate distribution , P(R), where P denotes probability.
It. Divide the rain rate cumulative distribution curve into 13 time-

percentage intervals of different widths, Ap,, where p denotes percentage.

c. For each time-percentage interval, take the center value and assume
that all rain cells in this interval have the same constant rain rate, R;,
but a lognormal distribution of diameters and a height distribution

approximated by four values (h1, hc, h„ ha) equally spaced for uniform

distribution.
d. For each value of attenuation A, from I to 14 dB (for .j = I to

j = 14), calculate the Lc required in a rain cell of rain rate R, as follows:

Lc = A,/aR', where a and It depend on frequency . as in the formulas

given by Olsen , Rogers, and Hodge [7].
e. For each value of R,, assume 40 cells of height h1 with diameters

from 1 to 40 km, each having a relative probability of occurrence
according to the lognormal distribution

P(D) I exp
In(DID

V tar D • if 2(y2

where D,,, is the median value of D for the rain rate R, and IT is the

standard deviation of the distribution of In(D).* Also assume 40 cells

of height h, with similar weights P(D), and the same for heights h, and

h4. Altogether, 160 cells of constant rain rate R, will be involved in the
computation of the probability ratios for the percentage interval i.

f. For each of the cells of diameter D, calculate the areas a,, aI2T,

a,,,, and a,,. This requires Lc (from step d), La. (from the geometry of

the case), and S (separation between stations).
g. From the weighted ratios for each A, (i.e., for each value of

attenuation), and for each rain rate interval around R,, compute the

following quantities:
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I P,(D) (D,h)
D,n

P,,= 4±P,,(D)(D)
D

For transverse orientation of diversity

probability that path
attenuation exceeds A„
due to rain R;

probability that rain
rate covers a point

stations, denoted by T:

probability that path

E P(D)•al„(D,h) attenuation exceeds A,,
due to R,

P(D) • a1er;, (D,h) probability that both
D,A path attenuations exceed

A„ due to R,

For longitudinal orientation of diversity stations, denoted by L:

probability that path

P,(D) • a,,, (L) , h) attenuation exceeds A,,
D, _duetoR,

P,(D) • a,^ , (D,h) probability that both
DJ, path attenuations exceed

A„ due to R,

The factor 4 in the denominator of Fj, is required because the sum
E P,(D) • a,,, (D, h) was taken four times , once for each height. (For
the case where al„ is always equal to a, ,,, the result must be F„ = 1.)

h. For the same percentage interval (with R , at center), calculate F,,,
d,,,, and dc„ for all j (say, for A, from Ito 14 dB).

i. Repeat steps (c) through (h) for each percentage interval i of width
Ap,.

k. Form the following sums to give the cumulative distributions of
A, on single and diversity paths:

probability of attenuation
P(A) _ Ap,F„ = A; being exceeded for a

single path

P(DAT), Ap,F„
dr;,

probability of attenuation A, being
exceeded for transverse diversity
paths due to single rain cells

* The value InD is the mean of the variable InD, which is normally distributed.

This normal distribution has a median at bmD„ Therefore, the median of the distribution Ap h- probability of attenuation A, being

of InD is also at D - D,,,. The mean of the distribution of InD is at a higher value P(DAL); _ x d = exceeded for longitudinal diversity

of D. See, for Instance, Reference 25, r'" paths due to single rain cells
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Corrected diversity attenuation distributions are obtained by adding to the
probability calculated for single rain cells the probability of rain attenuation
(A) caused on the second path by other cells, which is nearly equal to the
probability of both paths being covered by rain independently. This correction
is the diversity attenuation conditional probability (conditioned to total rain
time) for mutually independent single-site statistics and is obtained by
squaring the conditional probability that rain attenuation exceeds A; on one
path. This rain condition amounts to approximately 4 percent of the year on
the U.S. East Coast. (Changing this value to 3 or 5 percent would not
produce very different results.) The corrected distributions are then given by
the sums of probability for two conditions: that a single cell caused the
indicated attenuation (A), and that two different cells caused the attenuation,

as

P(DATC), = P(DAT); + P(IND),

for transverse diversity, and

P(DALC), = P(DAL); + P(IND);

for longitudinal diversity, where

P(IND), = 0.04 ^P(A')^
0.04

is the diversity attenuation distribution for stations in the same weather area
that have independent rain rates (spacing greater than about 40 km). As the
largest rain cell assumed for the model had a diameter of 40 km, it is assumed
that for stations separated by more than 40 km, all diversity attenuation is

caused by different rain cells.

Discussion of assumptions

In the simulation program described above, the 1-minute averaged
rain rate distribution for step (a) is usually obtained from the Rice and
Holmberg [23] model. Only the total yearly rainfall, M (mm), and the
thunderstorm rain ratio, [3, need be specified. The percentage of the year for

which the rain rate, R, is exceeded is given by [23]

p(R) _ (M/8.76)•{0.03 Q exp(0.03R) + 0.2(1 - (3)

• [exp(- 0.258R) + 1.86 exp( - 1.63R)]}
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in which only the first term in the main brackets is relevant for R > 40 mm/hr.
The M in the U.S. East Coast area is approximately 800-1,300 mm, while
[3 is typically between 0.08 and 0.3.

Usually, M is known from long-term meteorological data and 0 can be
obtained from published values [23] or can be estimated from regularly
reported "excessive short duration rainfalls" by drawing a line through the
median values for many years of recorded 5-, 10-, 15-, and 20-minute
"excessive precipitation" values 1261.

If measured rain rate data are available, the 13 rain rate values needed for
modeling (see Figure 1) can be directly specified. Figure I shows the rain
rate distribution for Clarksburg, Maryland (October 1974 through September
1975) arbitrarily divided into 13 intervals. Rain rates below 2 mm/hr do not
contribute significantly to the attenuation distribution. For example, a 15.2-km
path covered by rain at an intensity of 2 mm/hr would cause only 1 dB of
attenuation at 14.2 GHz.

The parameters D. and o of the lognormal distribution, and the heights,
h, of the rain cells of step (e), will to some extent control the shape of the
distribution curves for single and diversity paths. These parameters can be

modified in order to fit the model to experimental data for a particular climate,
and the model can then be extrapolated to other frequencies, elevation angles,
separations, or orientations of the diversity stations in that climate.

The values of Dm, o•, and h used in the program were originally based on
radar measurements of rain cell size distributions as given by Strickland [201,
Katz [21], and Konrad and Kropfli [221. For all of the measurements, the
lognormal distribution of rain cell sizes was found to be applicable, as is
often the case in nature when many multiplying random factors influence a
variable. However, because of the way the data are presented, there is only
an approximate correspondence between the model parameters and the radar-
derived diameters and heights. The radar-derived values had to be adjusted
to fit the experimental data, since real rain cells are not circular and not of
uniform rain rate. In particular, the median diameters of the distribution, Dm,
had to be increased considerably for the very low rain rates in order to obtain
the smaller experimental diversity improvements at the lower attenuations.

It is evident from radar pictures that the contours of low rain rates (5 or
10 mm/hr) are noncircular, while intense rain rates tend to have more circular
contours. For a randomly shaped contour, the mean path length would be
greater and the diversity advantage would be less than for a circular cell of
equal area (as can easily be verified graphically). Therefore, the program
must use larger than equal-area diameters for D. at low rain rates.

Table I was used to specify rain conditions in the U.S. East Coast area,
in Europe, and in East Asia by fitting to experimental data. The same table
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was also applied to attenuation simulations in all these areas after some
adjustment to enable the use of a single table for all climates.

TABLE 1. PARAMETERS OF SPATIAL STRUCTURE OF RAINFALL

FOR MODEL USE

MEDIAN

RAIN RATE. R DIAMETER, D,,,

(mndhr) (knU

HE.Iclrrs. h

(km)

STANDARD

DEVIATION,

,,Fn D)

>50 12 1,2,3.4 1.1

30-50 1,2,3.4 I.1

20-30 4 1,2,3,4 1.1

14-20 8 2,2.7.3.3,4 LI

8-14 12 3, 3.7, 4.3, 5 1.1

0-8 20 4,43,4.7.5 1.1

The intervals of the rain distribution curve (Figure I) for which
R > 30 mm/hr influence the higher attenuation values (above 6 dB at
I I GHz), while those for which R < 14 mm/hr influence most strongly the
1- to 3-dB values on the attenuation distribution. It has been found that
single path attenuation distributions arc influenced mainly by the heights of
the cells, while diversity gains are governed by the median cell diameters,
Dm. Attenuation distributions are insensitive to changes in Q of about 0.9 to
1.3, which is the approximate range of variability of the parameter according
to radar measurements 120],[211 and rain gauge measurements, with time

variations converted to spatial variations 127].
A good check on the Dand IT values of the table would be obtained by

comparing calculated and experimental diversity rain rate distributions for
two points at various distances such as 10, 20, and 30 km. Unfortunately,
few such experiments are available. Comparison with Japanese rain diversity
data given by Yokoi, Yamada, and Ogawa [281 would confirm the Dm of

Table 1. Point rain diversity results for New Jersey, as given by Freeny and
Gabbe 1291 for higher rain rates, are also consistent with the D,,, used in the

table for values of R > 30 mm/hr.
The rain cell heights used in Table I are actually instantaneous thicknesses

and not necessarily altitudes above ground. Rain cells having a cylindrical
structure in which the rain has not reached the ground or does not extend to
the clouds are accommodated by the program, as can be seen from the
geometry of the calculation. From geometrical considerations, it is clear that
a circular cylindrical rain cell of any thickness based at some altitude will

have the same ratio of probabilities F, d„ and d, as one based on the ground.
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The instantaneous heights of rain cells are normally not reported because
radar returns are usually averaged over long periods in order to obtain the
altitude dependence of reflectivity, which is fairly constant up to the melting
layer. Crane [30] reports an average vertical extent of rain cells of between
I and 2.5 km, which is reflected in the vertical extents assumed in Table 1.

The parameters a and b required in step (d) where

A[dB/km] = aR[mm/hrl^

were taken from the Olsen, Rogers, and Hodge [7] formula as follows:

Forf = 2.9 to 54 GHz a=4.21.10 -5,f2.42

Forf- 8.5 GHz b= 0.851 • f0158

Forf between 8.5 and 25 GHz b= 1.41 f-00779

Forf>25GHz b = 2.63-J-027'

Values are given in Table 2 for several sample frequencies.

TABLE 2. VALUES OF a AND b FOR DIFFERENT FREQUENCIES

PARAMETER

a
b

FREQUENCY (GI Iz)

11-2 11 6 13.6 17.8 19.5 30.0

0.01457 0.01586 002330 0.04470 0-05574 0 .15810
1.168 1.165 1.151 1 -127 1-119 1.043

As noted earlier, the independent diversity attenuation distribution caused
by two rain cells had to be added to the geometrically calculated distributions
based on single rain cells. The probability of a certain attenuation being
exceeded at any two independent stations in the same weather area (same
rainy days) is about one-fourth of the probability that this attenuation is
exceeded at two stations separated by about 16 km for the case where only
a single rain cell affects both stations. The probabilities P(OPT) and P(DAT)
at A = 6 dB may be compared in the computer printout given in the
Appendix. [Note that P(IND) was called P(OPT) in the computer program. I

The addition of the independent diversity, based on squaring the conditional
probability that a single station will exceed a certain attenuation, is equivalent
to adding the cases where the two paths arc affected by different rain cells.
This approach may be somewhat pessimistic, especially at very small spacings,
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because the probability of different cells affecting both stations would become
smaller and tend toward zero for S = 0. However, for small spacing, the

addition of P(!ND) is insignificant because of the much larger contribution
of the geometrical effect.

Comparison with experimental results

When the simulation program was originally developed, few diversity
results were available. The model was adjusted to fit data from three
experiments conducted in New Jersey using radiometers at 15.5 GHz, as
measured by Gray (reported by Hogg and Chu [311), and radiometer data
obtained at Clarksburg by COMSAT at 11.6 GHz, as well as data for Boston
obtained from ground-to-satellite 17.8-GHz transmissions with the ATS-6
satellite [32], including diversity results for an 11-km spacing. The fitting
consisted of varying the entries in the rain table that specify the diameters
and heights of rain cells as a function of rain rates, as in Table 1.

Subsequently, experimental data have become available and, in an attempt
to specify a unique rain structure table for all climates, the cell heights had
to be increased for the lower rain rates (below 20 mm/hr). Table 1, a
compromise to fit the different climates, is applied to all comparisons between
experiment and model for the various stations. Recently, Crane has pointed
out that radar measurements of the geometrical structure of rain tend to
confirm that a basically similar structure may be ascribed to rain worldwide,
especially at high rain rates [33].

Table I is based on comparisons with many experimental measurements
and could certainly be refined as more data become available. Alternatively,
different rain tables could be adopted for different rain climates. This
subsection compares the model results and experimental measurements of
the exceedance statistics of single path attenuations and diversity path
attenuations. The single path and diversity paths of 13 stations were compared,
and single path data were compared at another l l stations. The data were
chosen to represent a wide range of climates, frequencies, elevation angles,
and diversity separation distances.

In many cases, concurrent rain data were available and were used in the
simulation; in other cases, meteorological data as available were used for the
station. A list of stations in North America, Europe, and East Asia for which
those comparisons were made is given in Tables 3 and 4 for diversity path
and single path attenuation experiments, respectively. Most data were collected
at frequencies near 11.6 GHz (mainly radiometric), with some collected at
17.8 and 19, 20, or 30 GHz (satellite sources).
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TABLE 3 (continued). DIVERSITY PATH ATTENUATION EXPERIMENTS*

LOCATION TYPL**

FREQt1FVCY

(GHz)

ELEVATION

(deg)

DIVERSIFY

SEPARATION

(km)

RAIN

DATA DATES REFERENCE REMARKS

U KStough R 11.6 29.5 16.4 785, 0.03 1973-75 44 From meteoro-
. .,

23.6 logical data

140],[231

CanadaQuebec R 13 18 18.6 Zone E 1980 39 Model 6t to
.

22.7 CCIR Zone E

31.8 [43]

JapanYokosuka B-CS 195 48 19 1563, 0,12 3/75-8177 45 M from meteor-
,

ological data
1401. P from fit
to measurements

* Rain data are measured (m), derived from (M, (i) parameters shown, or fit to designated CCTR rain zones.

`* B = beacon: R = radiometer.

TABLE 4. SINGLE PATH ATTENUATION EXPERIMENTS

LOCATION TYPE'

FREQUENCY

(GHZ)

ELEVATION

(deg)

RAIN

DATA** DATI°.S RLI LRENCE

Bringelly, Australia R 11.6 43 in 5/76-3/77 46

Clarksburg. MI) R 11.6 42 In 10/74 9/75 47

Cobb County, GA R 20 20 in 4/79-11/80 37
R 30 20 m 4/79-11/80 37

Fucino. Italy B-Sirio 11.6 31 m 78-81

Torino, Italy B-Sirio 12.8 31 in 78-81

Gomelz, France B-Sirio 11.6 32 m 1978

Harwell, U.K. R 11.6 28 in 11/75-11/76 46

Lario, Italy B-Sirio 11.6 32 in 78-82

Lario, Italy R 11.7 25 1412, 0.06 3/77-6/78 47

l.ustbuhl, Austria B-OTS 11.6 35.2 in 1979-82 2

Michelbachberg, Germany R 11.6 33 in 5/76-6/77 46

Nederhorst, Netherlands B-OTS 11.6 30 in 1979-81

Singapore R 11.7 41 m 46

* R = radiometer; B = beacon.
** nI = measured rain data.

REMARKS

p. 142

p. 124

p. 124, problems
with rain data

p- 124, model gives
lower attenuation

Rain data

p. 124

p. 124 2

Ua
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Figures 4 and 5 show data comparisons chosen to represent the different
climatic zones, frequencies, and elevation angles. Rain data were gathered
from three possible sources: published concurrent measurements, estimates
taken from M and R tables (if possible, using M for the experiment time
period), or from fitting the 13 time percentages of the model to CCIR rain

zone data [43].
Figures 6 and 7 summarize the differences between experiment and

predictions for all stations. The differences are shown at yearly time
percentages of 0.1, 0.01, and 0.001 percent. In some cases where the
experimental data did not cover the low percentages, values for slightly
higher percentages were used. Figure 6 shows single path attenuation
differences only. Except for a few extreme cases, the errors are within ± I dB.
Since the simulation program simulates rain attenuation only, another few
tenths of a dB of attenuation are probably due to clouds, fog, and other non-
rain effects. For comparison, this would shift the 0-dB line by a few tenths
of a dB below the 0-dB line of Figure 6, as implied by the -0.5 ± I dB
band. The same shift occurs in Figure 7, which summarizes the diversity

difference measurements.
In both Figures 6 and 7, the differences for 0.001 percent of the year are

sometimes considerable. At such low time percentages, the experimental
measurements tend to be less reliable due to instrumentation effects and data
processing procedures. In the simulation model, the decrease in accuracy is
mainly due to the artificiality becoming more evident because of less statistical
averaging at the high rain rates.

Baseline orientation is addressed by the model in the two limiting cases:
transverse and longitudinal orientations. As the thicknesses of the circular
cells assumed in this model are comparable to their diameters, there appears
to be no pronounced difference between these two extreme cases so that
normally no preference exists. This characteristic was examined in a previous
paper [19] and examples were given. In Figures 4b and 4d, the slight
differences between the longitudinal and transverse diversity attenuation
results seem contradictory to intuition, as it would be expected that longi-
tudinally oriented stations with both paths in the same vertical plane would
have a greater chance of passing through the same rain cell, resulting in a
smaller diversity effect. However, this is apparently not so at the distances,
angles, and limited cell thicknesses considered here. For instance, at a
diversity separation of 15 km and an elevation angle of only 20°, the vertical
distance between the paths is over 5 km, more than the thickness of most
rain cells. No distinction was made between the different polarizations of
the signal because the differences in rain attenuation due to polarization are
small and probably negligible in the context of this model.

SIMULATION STUDY OF RAIN ArrEN UAI ION

n

D<o?
0>Z 0WW a
Qu a
LL W IT m

F_FM T_F_EnTn

'

'1 I 1Mt111 I l
o - ry
O

I

lJIII, Lu



101

100

10-3

10-4

PALMETTO , GEORGIA:
[ FREQUENCY'. 17.8 GHZ

0 2

ELEVATION ANGLE'. 38.2°

MODEL RESULTS
--- MEASUREMENTS

RAIN DATA. A. = 108, 85, 73, 60 ,52, 41.
33, 3 1 , 22, 10, 8, 6. 5

SPACING: 16 km, TRANSVERSE
31 km, TRANSVERSE

4 6 8 10 12
RAIN ATTENUATION (dB)

14 16

(c) High Rain Rate , High Frequency , Two Spacings

101

100

10 1

10-3

10-4

YOKOSUKA, JAPAN:

FREQUENCY: 195 GI
ELEVATION ANGLE: 48°
RAIN DATA. 1,563 mm 4 = 0.12
SPACING'. 19 km, TRANSVERSE

19 km, LONGITUDINAL

I I I
0 2

I I I
4 6 8 10 12 14

RAIN ATTENUATION (d8)

(d) High Rain Rate. High Frequency

16

Figure 4. (continued) Comparison of Model and Measurements for Single Path and
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Figure 5. Comparison of Model and Measurements for Single Path
Attenuations
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Figure 7. Attenuation Differences Between Modeled and Experimental Results
for Diversity Stations

Effects of site separation distance

The effectiveness of increasing the site separation between diversity stations
is under study using the rain structure model. First, results for the rain climate
of the U.S. East Coast could be compared to experimental results obtained
by Goldhirsh and Robison [481 using radar measurements, and by Hodge [491
using attenuation measurements and radiometer results. The influence of
lower elevation angles on the effectiveness of site separation could then be
modeled and compared with experimental measurements as they become
available.

The solid lines of Figure 8 show the diversity gain measured or inferred
from measurements as a function of site separation for single path attenuations
of 10 dB and 6 dB. Goldhirsh's radar measurements were taken at 18 GHz
and at an elevation angle of 45°, while Hodge's data refer to 15.3 GHz and
16 GHz at an elevation angle of 38°. These data were collected in Virginia,
New Jersey, and Ohio. respectively.

The model simulation results, shown as broken lines in Figure 8, are for
l0-dB and 6-dB single path attenuation. The results of the model simulation
for an elevation angle of 40°, a frequency of 11.2 GHz, and a rain climate
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the U.S. East Coast, Europe, and East Asia. Unfortunately, no tropical rain
measurements are available to test and adjust the model.

In its present form, the model does not include orographic effects. These
could possibly be included in future work if the different rain statistics in
the various directions from the stations are known. In some cases, due to
local climatic effects, rain cells tend to be more elliptical or to appear in
squall lines of known azimuth, and future studies could model elliptical cells
with a specified orientation. If the model is found to give a fairly accurate
picture of attenuation caused by rain on ground-satellite paths, the dependence
of diversity gain and single path attenuation on frequency, elevation, separation
distance, and rain climate could be simulated.
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Figure 8. Diversity Gain as a Function of Site Separation for Single Site

Attenuations of 10 and 6 dB

defined by a total annual rainfall of M = 990 mm and a thunderstorm ratio
of R = 0. 11, show a good fit with the experimental results. The decrease

of diversity effectiveness with elevation angle is also shown.
Diversity gains for an elevation angle of 10° are shown to be rather small

at site separations of up to 20 km. The following is a possible physical
explanation for the small gain. For higher elevation angles, cells of high rain
rate must account for the 10-dB single-path attenuation because the path
length inside the cell is limited mainly by cell height rather than cell diameter.
For lower elevation paths, lower rain-rate cells having larger diameters can
account for the high attenuation, and therefore site separation must be larger

to obtain the same effect.
Studies are under way using the described model to estimate the influence

of frequency, rain climate, elevation angle, and site separation on diversity

gain.

Conclusions

A relatively simple model of cylindrical cells of constant rain rate with
varying diameters and heights (thicknesses) has been presented which seems
to give usable results, not only for single ground-satellite paths, but also for
estimating diversity effectiveness, even for such diverse climates as those of
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Appendix . Sample computer printouts of
attenuation data for a single path and
diversity paths

. STATION: PALMETTO TIME 08/14/66
EJ0,20 FREP17 NO
(P IN UNITS OF 10..-6 OF YEAR)

E(NM) A-106

P A) 0,12E+05
P OP T )-0.330+04

16,0 P(DAT )-0.27E+04
P(OATC -0.60E+04
P(OAL -0 .30E+04

P(DALC -0 . 63E+04

31.0 P(DAT )-0.23E+03
P(OATC -0-35F+04
P(DAL )-0.31E+03

P(DALC )-036E+04

A-2DB A_3DB MADE A-600 ANON 4+1008 A 12DB A-140B

0.73E+04 0.36E+04 0.23E+04 0 . 14E+04 0.90E+03 0 . 58E+03 0 . 44E+02 0 . 34E+02
0.13E+04 0.33E+03 0 . 13E+03 0.48E+02 0 . 20E+02 0 . 04E+01 0 . 49E+01 0.29E+01

0 .16E+04 0.64E+03 0 . 32E+03 0.16E+03 0 . 10E+03 0 . 58E+02 0.45E+02 0.35E+02
0.20E+04 0.97E+03 0. 450+03 0 . 21E+02 0 . 12E+03 0.66E+02 0.40E+02 0 . 37E+02
0.15E+04 0.61E+03 0,32E +03 0.16E+03 0 . 99E+02 0.57E+02 0 . 42E+02 0.32E+02
0.20E+04 0 . 940+03 0 , 45E+03 0.21E+03 0.12E+03 0.65E+02 0 . 0E+02 0 . 35E+02

0.12E+02 0 . 0E+02 0 . 22E+02 0 , 10E+02 0 . 63E+01 0 . 33E+01 0 .25E+0 0.19E+01
0.15E+04 0 . 370+03 0.15E+03 0 . 50E+02 0.27E+02 0 . 12E+02 0 . 75E+01 0.40E+01
0.94E+02 0 . 38E+02 0 . 20E+02 0.10E+02 0 . 56E+0I 0 . 32E+01 023E+0I 0. 14E+0'.
0.14E+04 0 , 36E+03 0 , 15E+03 0 . 58E+02 0 . 26E+02 0 . 12E+02 072E+0I 0.45E+01

ATTENUATION FORMULA . (RI) .. 0
WHERE A - 0.4470E-01

TABLE OF RM AND H NUMBER 31

R1t10/HR) Be (NM) H (4M)

> 50. 0.6

- 50. 1.0

420. 4 0
0. - 14. 6 0

0. - 0, 10,0

INTERVAL RANGE

PERCENT

0 000 -

0.005 -
0.010 -
4.015 -

0020-
0 040 -
0.060 -

0.0B0 -

0.100 -
0.200 -
0 300 -

0 400 -
0,500 -

1.00.2.00.3 . 00,4.00

0005
0.010
0 015
0 020

0 040
0.060
0.080

0.100
0.200

0.300
0 400

0 500
000

B - 0.1127E+01

RAIN FALL STATISTIC AS SPECIFIED OR FROM EXPERIMENT
_ON IS RAIN-RATE CENTER RM H

10..-6 MA/HR NM KM

200.

200.
200.

200.
1000.
1000.
000.

1000.
5000.

100.00
05 00
73.00
60.00

52.00
41 00

32.00

31.00
22.00

10 00
0.00
6.00

5 00

0.6 1.00,2 . 00,3.00,1.0
0.6 1,00 , 2.00,3 . 00,4,00
0.6 1.00 ,2.00,3. 00,4.00
0.6 1.00 . 2.00,3 . 00,4.00

1.0 1,00,2.00.3 .00,4.00
I.0 1.00.2 ,00,3.000
2.0 1,00,2.003.00,4.00
6.0 3.00,3.67,4,33,5.00

10.0 4.00,4,33.4.67,5.00
10.0 4.00 ,4.33,4.67,5.00
10.0 4.00.4 .33,4.67,5.00
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Programmable convolutional encoder
and threshold decoder

J. S. SNYDER

(Manuscript received March 12, 1987)

Abstract

A novel error-correction encoder/decoder architecture is presented which employs

random-access memory (RAM) data storage and programmable read-only memory
(PROM) control signal generation instead of the traditional shift-register structure. The
threshold decoder also uses programmable logic devices to generate the syndrome
pattern and error-correction signals. The programmable coder features reduced
implementation complexity, standardized design, and the ability to change code
parameters and interface conditions by merely changing the programmable components.

An experimental application is described in which the programmable codec improves
the bit error rate of 64-kbit/s pulse-code modulation (PCM) channels in the INTELSAT

120-Mbit/s time-division multiple access (TDMA) system by efficiently implementing
an unequal-error-protection coding scheme. This application provides differing degrees
of error correction to the bits within a Pcm byte in order to permit reliable transmission
of digital data over the PcM voice channels.

Introduction

Convolutional encoders and threshold decoders I I I have typically been
implemented with shift registers and exclusive-OR gates [2], [3]. While this
is suitable for simple codes, such an approach results in complex designs
requiring many integrated circuits for high-rate codes (particularly those
which correct two or more errors) or when interleaving is employed. More-
over, each such code requires a unique codee design. The structure of the

189
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Figure 2. Encoder Memory and Check-Bit Computation

OUTPUT
(0007)

shift register encoder implementation, data are not shifted through the RAM.
Instead, the RAM address is sequentially incremented until the memory is
full, at which time new data are written over the oldest stored data. The
address counter specifies the oldest memory location involved in a given
encoding cycle, and is incremented under PROM control when the address
counter enable signal is asserted. Various relative offset values (which depend
on the specific code being used) are added to the address counter value to
obtain the actual read and write addresses for the RAM during any encoding

cycle.
The decoder memory may be implemented (Figure 4) in much the same

manner as the encoder memory. The essential difference is that feedback
data in the decoder pass through individual exclusive-OR gates before being
written back into memory, in order to provide a means for the corresponding

error-correction signals to complement erroneous information bits.

TX CLK

ENCODE

PROM

COUNTER
ENABLE

ADDRESS

COUNTER

ENABLE
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CHECK CLEAR

BIT SELECTS

RAM ADDRESS

Figure 3. Encoder Control

The decoder error-correction function (Figure 5) employs an exclusive-OR
operation with an accumulator, similar to that used in the encoder check-bit
computation, to calculate syndrome bits. While these syndrome bits could
be stored in the RAM, the speed of subsequent processing is significantly
increased by storing them in a separate syndrome register. Selected bits from
the syndrome register, as determined by the particular code employed, are
fed to majority decision functions, each of which generates a correction
signal if a majority of its inputs are Is. The syndrome register and majority
decision functions are implemented using PAL devices to minimize circuit
complexity and provide programmable generality. Omitted for clarity are the
multiple feedback connections from each majority function to specific
syndrome register bits to eliminate the effects of detected errors from
subsequent decisions.

Decoder control and address signals are generated by a counter-driven
PROM in the same manner as for the encoder. Decoder control function
operation is initiated by a decoding command pulse.
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Figure 5. Decoder Error Correction

Figure 4. Decoder Memory

Implementation variations

With the generalized 8-bit architecture presented (Figures 2 through 5),
code rate k/n is readily programmable for any value for which 1 s k < n
and I s n s 8. For example, a rate 3/4 code could easily be implemented
by accepting information input in 3-bit groupings and combining each
grouping of three information bits with one check bit. Alternatively, a rate
3/4 code could be implemented with a 6-bit input byte and an 8-bit output
byte containing two check bits. Code rate is readily extendable to values of
n greater than 8 by either encoding over more than one byte or by extending
the byte width through additional RAM devices. For example, a rate 15/16
code could be implemented by accepting an 8-bit input byte followed by a
7-bit input byte. Each encoder output byte would contain eight bits, with the

eighth bit in alternate bytes being a check bit.
Likewise, virtually any practical code length can be accommodated,

including those of interleaved codes. Code performance (e.g., single-,
double-, or triple-error correction) is also programmable.

The codec input/output interfaces are also programmable. Data stored in
the RAM may be written in and read out when convenient, and computations
may be made between read/write cycles. In general, input/output data transfer
could be programmed to take place one byte at a time or N bytes at a time.
the limitation being the number of clock periods between read/write cycles
needed to perform the calculations required by the particular code. Further-
more, the read and write operations could be programmed to occur at different
times within the encoding cycle. Serial data interfaces could easily be
accommodated by adding serial-to-parallel conversions at the codes inputs
and parallel-to-serial conversions at the codes outputs.

While the programmable codes has been conceived and developed for use
with systematic convolutional codes in which unaltered information bits are
transmitted along with additional check bits, the concept may be extended
to other codes as well. For example, the programmable encoder can readily
generate a nonsystematic code containing only check bits, although some
changes in the programmable decoder structure would be required. Moreover,
the basic encoder architecture may also be applied to block codes, although
again the programmable decoder would require changes in structure.
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Error correction of PCn1 data

The programmable codec was experimentally applied to improving the bit
error rate (BER) of 64-kbit/s pulse-code modulated (PCM) channels within the
INTELSAT 120-Mbit/s time-division multiple access/digital speech interpo-
lation (TOMAiosO system to permit reliable transmission of 9.6 kbit/s digital
data over the PcM voice channels. For this application, previous experiments
171 have found that errors in the most-significant rem bits are the greatest
cause of errors in the 9.6-kbit/s digital data, while errors in the least-
significant PCM bit positions have virtually no effect on 9.6-kbit/s data errors.
The empirical results show that the BER of the 9.6-kbit/s modem is given by
a weighted sum of the error rates of the individual reM bits times an error

multiplication factor, and may be expressed as

BERM - 14.2 (0.369 BER, + 0.357 BEN, + 0.235 BER5

+ 0.036 BER, + 0.003 BER,) (I)

where BERM is the BER at the output of the 9.6-kbit/s demodulator, and BER,
(for i = 3 through 7) is the BER of the i-th hit in each PcM sample, with
i = 7 denoting the most-significant bit (MSB).

The objective in this application is to achieve a BER of I X 10-6 or less
at the output of the 9.6-kbit/s demodulator, for a BER in the 64-kbit/s channel
of 1 x 10-4. From equation (1), this objective may be met by reducing the
PcM error rate of I x 10-4 to 5 x 10-8 or less for the four MSBS in each
PeM sample (bits 7, 6, 5, and 4), and to 5 x 10-6 or less for bit 3. Such
performance is readily achievable with threshold decoding. Moreover, the
lack of soft-decision capability in the system reduces the potential improvement
of Viterbi decoding by 2 dB. Finally, the continuous nature of the data and
the need to minimize system changes make convolutional coding more
attractive than block coding.

Based on the above considerations, a systematic self-orthogonal convolu-
tional code which unequally protects the various bits in a PeM byte was
chosen. This UEP code provides double-error correction for the four MsBs of
each 8-bit PcM sample, and single-error correction for the next-most-significant
bit. The following two PeM bits are unprotected, while the least-significant
bit (LSB) in each PeM sample is replaced by a check hit. After threshold
decoding, the LSB is reset to a zero at the decoder output.
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Code parameters

The selected code may be specified by the following five sets of integers:

(0, 14, 17,26)

(0, 11, 18,24)

(0, 16, 20, 21)

(0, 2, 10, 25)

(0, 19).

These integers denote the delays, relative to the current byte, of the information
bits which are exclusive-oRed to generate the current check bit. Thus, the
current check bit is formed by exclusive-oRing the current value of bit 7; the
14th, 17th, and 26th previous values of bit 7; the current value of bit 6; the
I Ith, 18th, and 24th previous values of bit 6; and so forth.

This special UEP code is created from a standard rate 4/5 double-eror
correcting code 181 by adding the fifth set of integers (0, 19), which adds
single-error correction to the fifth rem bit. To maintain the self-orthogonal
property of the parent code, the difference between any two elements of the
fifth set must not be the same as the difference between any two elements
of any other set [2], 13]. [This criterion could also be met by selecting
(0, 22) for the fifth set.] The resulting special code has a rate of 5/6. When
the two unprotected bits are included, the overall code rate becomes 7/8.

Coder input and output

Because of system considerations, it is desirable in this application for one
programmable codec to bulk-process six r,cm channels. Six 8-bit bytes enter
the encoder in a burst every 125 µs, and six 8-bit coded bytes simultaneously
leave the encoder. Each byte represents one reM sample from one of
six adjacent 64-kbit/s speech channels within the 30-channel INTELSAT
TDMAiost system [9]. Each bit within a byte is transferred simultaneously in
parallel by a 2.048-MHz byte clock. The six reM bytes entering the encoder
during one 125-µs frame leave the encoder during the following frame with
each LSB replaced by a check bit.

Decoder input and output also occur simultaneously in six 8-bit bytes per

125-.ts frame, with data transferred by a 2.048-MHz byte clock. Corrected

data leave the decoder six frames after entering, with each LSB set to a zero.

Hardware performance and implementation complexity

To verify the desired unequal-error-correction capability, codec perform-
ance was independently measured for the most-significant reM bits, the
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next-most-significant PeM bits, and so forth. Measured data (Figure 6) con-
firmed that the greatest BER improvement is associated with the four MSBs in
each PeM sample (hits 7, 6, 5, and 4), which receive double-error correction.
Bit 3 attains the intermediate improvement of single-error correction, while
bits I and 2, being uncoded, exhibit a decoder output BER equal to the
decoder input BER. The complete uEP codec requires only 55 standard
integrated circuits, including all bus interface, timing and control functions.
This is far fewer components than would be necessary for a conventional
shift-register implementation.

Figure 6. Codec Performance

The selected UEP code is an optimum choice for this specific application
in terms of both complexity and BER performance. If double-error correction
were extended to the remaining PeM bits, a longer code would be required.
In addition to somewhat increasing the codec hardware complexity, overall

PROGRAMMABLE CONVOLU 'PIONAI . COUIiC 199

system performance would actually suffer for several reasons. First, the
double-error correction capability of the most-significant four bits would be
spread over a longer constraint length. Second, the increased number of bits
entering into the check bit calculation would increase the probability of a
syndrome I for any given channel BER, thereby reducing the ability to correct
errors in the four Msss. Finally, the improvement in output BER in the less-
significant bits would be more than counteracted by degradation in the output
BER of the four MSBs because of the relatively greater influence of the more-
significant PeM bits on the BER of the 9.6-kbit/s data.

Conclusions

The programmable codec combines the use of RAM data storage (rather
than the more conventional shift-register codec structure) with PROM gener-
ation of control signals to achieve a universal architecture which accommodates
a wide variety of codes and interface conditions. The codec is particularly
well-suited for modem, bus-oriented digital communications systems. The
decoder also employs programmable logic devices to enhance decoding speed
while minimizing circuit complexity and maintaining programmability.

The flexibility of the programmable structure has been demonstrated by
an application which provides unequal error-correction capability to the
various bits within a message byte. This application illustrates the features
of the programmable codec, which include reduced implementation com-
plexity, standardized design suitable for a variety of applications, and the
ability to change code parameters and/or interface characteristics by merely
changing the programmable components.
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CTR Note

Geostationary satellite log for year end 1986

C. H. SCHMITT

(Manuscript received March 31. 1997)

This note provides lists of current and planned geostationary satellites for the Fixed-
Satellite Service (PSS), the Broadcasting-Satellite Service (BSS), the Radiodetermi-
nation-Satellite Service (RDSS), the Aeronautical Mobile-Satellite Service (AMSS), the
Maritime Mobile-Satellite Service (MMSS), the Land Mobile-Satellite Service (LMSS),
and the Space Research Service (SRS). The lists are ordered by increasing East
longitude orbit position and update the previously published material III through

December 1986.
Table I lists the satellites that are operating as of late December 1986, or satellites

that are in orbit and are capable of operating. Satellites being moved to new orbital
positions are shown at their planned final positions for 1987, unless another satellite
at the same frequencies occupies the position. Refer to the Remarks column for
further information.

Table 2 lists newly proposed and replacement satellites and their currently planned
orbital positions. Planned satellites are listed when information has been published
by the International Frequency Registration Board (IFRB), or when it has been learned
that satellite construction has commenced. Additional technical characteristics may
be obtained from the author, from the country or organization listed in the table, or
from the referenced IFRB Circulars, as published weekly in the circular's special

sections 121.
Table 3 gives the codes used in Tables I and 2 that correspond to the frequency

bands allocated to the space services listed. Allocated bands include the following
services: fixed, maritime mobile, broadcasting (including community reception),
aeronautical mobile, land mobile, and mobile satellites. Other space services, such
as the Meteorological-Sa(ellite Service and the Earth Exploration-Satellite Service,
appear only when needed to document a satellite network shown in Tables I and 2.

Carl H. Schmitt, formerly with COMSAT, is Principal Engineer and President of
Satellite Communications (SatCom) Consultants, Inc., 1629 K Street, N.W.. Suite
600, Washington, DC 20006, (202) 223-4884.
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Exact satellite operating frequencies cannot be shown here due to space constraints.

Regions given are defined by ITU Radio Regulations, Article 8, and are summarized

as follows:

• Region t: Africa. Europe, Mongolia, and the USSR

• Region 2: North and South America and Greenland
• Region 3: Asia (except for Mongolia and the USSR) and Australia

Information on exact frequencies and additional information on technical parameters
is available and is updated regularly. The author invites inquiries and comments, and
would appreciate receiving information on newly planned satellite networks as they

become available.
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TABLE I (COntinuOd). IN-ORBIT GEOSTATIONARY COMMUNICATIONS SATELLITES FOR YEAR END 1986

Subsatell ite Launch Date Satellite Country or Frequency

Longitudea Object/Catalog Designation Organization Service Up/Down-Link Remarks

Numberb (GHz)

26.0°E 18 Jun 1985 ARABSAT I-B Arab League FSS, BSS 6/4, 2.6b,2.6c IFRB: (ARABSAT ID)

15825 ARII/A/211/1347

ARI I/C/173/1388

34.0°E 26 Nov 1982 RADUGA II USSR FSS 6/4 IFR13: 35°E (STATSIONAR 2)

13669

35.0°E 15 Sep 1985 RADUGA 17 USSR FSS 6/4 IFRB: 35°E ( STAISIONAR 2)

16250 SPA-AA/76/1179

ARI I/C/26/1251

39.4°E 28 Dec 1979 GORIZONT 3 USSR FSS 6,8/4,7 IFRB : 40°E (STATSIONAR 12)

11648 ARII /C/878/ 1737; incl. 5.4°

44.0°E 25 Aug 1983 RADUGA 13 USSR FSS 6/4

14307

45.0° 25 Oct 1986 RADUGA 19 USSR FSS 6/4 IFRB: 45°E (STATSIONAR 0-4)

17046 ARI I/A/196/1675

45.0°E 08 Aug 1985 RADUGA 16 USSR FSS 6/4 IFRB: 45°E (STATSIONAR 9)

15946 SPA A5/51/1276

APA A5/63/1280-

52.0°E 26 Jun 1984 GORIZONT 9 USSR FSS 6/4

(4940

53_0°E 15 Mar 1982 GORIZONT 5

13092

57.0°E 31 Mar 1978 INTELSAT IV-A

10778 (F-6)

60_0°E Unknown DSCS II

60.0°E 14 Dec 1978 DSCS 10

11145

FSS 6,8/4,7 IFRB : 53° (STATSIONAR 5)

FSS 6/4

FSS UHF,B/UHF,7

U.S.-G FSS, MMSS 8/7

60.6°E 28 Sept 1985 INTELSAT V-A (F-12 ) INTELSAT

16101
FSS 6,14a/4,11

ARI I/C/876/1737
Arrives Second Quarter 1987

IFRB: 60°E

SPA A5/211/1418

(USGCSS 2 IND)

IFRB: 60°E ( USGCSS 3 IND)

IFRB: 60°E (INTELSAT VA

IND I)

AR/II/A167/1580

61.2°E 26 Dec 1980 EKRAN 6 USSR BSS
12/20

62.9°E 28 Sept 1982 INTELSAT V (F-5) INTELSAT
13595 MCS A

6/UHF IncI. 5°

FSS 6, 14a/4,11 FRB : 63°E (INTELSAT V,

IND I)

INMARSAT Lease MISS 1.6b,6/4, IFRB: 63°E ICS IND A

1.5. Maritime Package

65.9°E 19 Oct 1983 INTELSAT V (F-7) INTELSAT
14421 MCS C INMARSAT Lease

FSS 6, 14a/4, II IFRB: 66°E

MMSS 1.6b,6 IFRB: 66°E MCS IND D

1.5a,4 INMARSAT Spare



TABLE 1 (continued). IN-ORRIT GEOSFATIONARY COMMUNICATIONS SATF.LIJTES FOR YEAR END 1986

Subsatell ite Launch Date Satellite Country or Frequency

Longitudea Object /Catalog Designation Organization Service Up/Down-Link

Nuniberb (GHz)

67.4°E 08 Apr 1983 RADUGA 12 USSR FSS 6/4

13974

71.6°E 18 Jul 1978 RADUGA 4 USSR FSS 6/4

10987

72.5°E 10 Jun 1976 '14RISAT F-2 US-COMSAT MMSS UHF 1.6b,6/4

8882 General UHF 1.5.

74.0°E 3 Aug 1983 INSAT IB India FSS 6/4

14318

75.0°E May 1979 FLTSATCOM 2 US-Government FSS UHF,S/UHF,7
11353

77.0°E 13 Mar 1977 PALAPA A-2 INDONESIA FSS 6/4

09862

80.0°E 01 Aug 1984 GORIZONT 10 USSR FSS 6,8/4,7
15144

83.0°E 08 Jul 1976 PALAPA A-I INDONESIA FSS 6/4

09009

Remarks

Incl. 2.28°

Incl. 3.33°

Spare , but unused

except for UHF transponder

IFRB: 72.5°E

ARII/A/131

ARI I/C/57/1277

ARI I/A/208/1344

ARI I/C/231/1429

IFRB: 75°E (FLT SATCOM IND)

ARII/A/87

ARII/C/169

Backup for PALAPA B-I

IFRB: 77°E PALAPA-2

ARII/4/45/1338

IFRB: 80°E (STATSIONAR 13)

ARI I/C/598/1737

Near retirenent IFRB: 83°E

ARII/4/45/1339

c
P

85.0°E 15 Feb 1984 RAOUGA 14 USSR FSS 6/4 IFRB : 85°E (STATSIONAR 3)
14725

85.0°E 09 Oct 1981 RADUGA 10 USSR FSS 6/4
12897

89.9°E 18 Nov 1986 GORIZONT 13 USSR FSS 14/II IFRB: 90°E (LOUTCH-3)
17083

90.0°E 30 Nov 1983 GORIZONT 8 USSR FSS 6,8/4,7 IFRB : 90°E (STATSIONAR 6)
14532

ARII/C/770

95.4°E 26 Jun 1981 EKRAN 7 USSR B55 6/UHF ARII/A/151
12564

ARII/C/86

Incl. 4.62°
z

96.4°E 15 Dec 1977 SAKURA (CS) Japan-NTT FSS 6 , 30a/4,20a Experimental
10516

Incl. 4.52°

98.0°E 22 Mar 1985 EKRAN 14 USSR BSS 6/UHF
15626

H
99.0°E 30 Sep 1983 EKRAN II USSR BSS 6/UHF IFRB: 99°E (STATSIONAR T2) L

14377
SPA 2-3-AA

SPA 2-3-AJ

n

K

a
101.0°E 16 Mar 1984 EKRAN 12 USSR BSS 6/UHF

14821



TABLE I (continued). IN-ORBIT GEOSTATIONARY COMMUNICATIONS SATELLITES FOR YEAR E ND 1986

Subsatell ite Launch Date Satellite country or Frequency

Longitudes Object/Catalog Designation Organization Service Up /Down-Link

Nunberb (GHz)

103.4 20 Feb 1980 RADUGA 6
11708

107.5°E 23 Jan 1984 BS-2A

14659

108.0°E 18 Jun 1983 PALAPA B-I

14134

110.0°E 12 Feb 1986 85-28

16597

Remarks

USSR FSS 6/4 Incl. 5.6°

Japan BSS 2,14a/12a,2

INDONESIA FSS 6/4 Donestic and regional

IFRB: IDB°E

ARII/A/197

ARII/C/18.5

Japan FSS 2, 14a/12a , 126,2 IFRB: 110°E (BS-2)

ARIl/A/305

ARII/C/10

113.0°E 21 Mar 1987 PALAPA B-2 B Indonesia

17706

127.8°E 22 Jun 1984 RADUGA 15

15057

131.6°E 04 Feb 1983 CS-2A

13782

USSR

ARI I/A/305

ARI I/C/10

FS5 6/4 IFRB : 128° (STATSIONAR 15)

SPA-AJ/312/1469

APA-AJ/317/1473

Incl. 1.22°

Japan FSS 6,30a /4,20a IFRB: 132°E

135.0°E Nov 1979 OSCS II US-Government FSS UHF,8/UHF 7
05587

,

136.1°E 5 Aug 1983 CS-28/SAKURA 2B Japan FSS , STS 6/4 IFRB : 135.0°E
14248

135.0°E Sep 1982 DSCS III US -government FSS UHF,e/UHF,7

135.0°E 1983/4 CSE-A Japan FSS 20a/11 ARII/C/17B- 179/1606

135.6°E 05 Aug 1983 CS-2B Japan FSS 6,30a/4,20a IFRE: 136°E
14248

140.0°E 20 Oct 1982 GORIZONT 6 USSR FSS 6,8/4,7
13624

140.0°E 18 Jan 1985 GORIZONT II USSR 155 6 , 8/4,7 IFRB : 140°E (STATSIONAR 7)
15484

156.0°E 27 Aug 1985 AUSSAT I Australia FSS 14a , 12b,12c FRB: 156°E
15993 K- I

Incl. 0.019°

ARII/A/299

ARII/C/296

164.0°E 28 Nov 1985 AUSSAT 2 Australia F5S 14a , 12b,12c FIlE: 160°E
16275 K-2

ncl. 0.018-

AN I I/A/300

ARI I/C/305

0
00

C0
e



TABLE j (continued ). IN-ORBIT GEOSTATIONARY COMMUNICATIONS SATELLITES FOR YEAR END 1986

Subsatel lice Launch Date Satellite Country or Frequency

Longitudes Object/Catalog Designation Organization Service Up/Down-Link Remarks

Numberb (GHz)

172.0°E 31 Oct 1980 FLISAICOM 4 US-Governuent FSS UHF,B/UHF,7 IFRB: 172°E

120,16 (WPAC) (FLTSATCOM W PAC)

174.0°E 23 May 1981 INTELSAT V INTELSAT FSS 6, 14a/4,11 IFRB: 57°E (INTELSAT V,

12474 ( F-I) IND 3) SPA A5/376/1511

175.0°E Sep 1984 USCS III US-Goverouent FSS UHF,8/UHF,7 IFRB: 175°E

(USGCSS III W PAC)

176.1°E 14 Oct 1976 MARISAT F-3 US-COMSAT MMSS UHF,1 .6b,6/ Spare

9478 General UHF,1.5a,4 but unused except for

UHF transponder

IFRE: 176.5°E

(MARISAT-PAC)

ARII/A/6

ARII/C/25

177.0°E Jan 1978 INTELSAT IV-A INTELSAT FSS 6/4 IFRB : 177.0°E

10557 (F-3) (INTELSAT 4A PAC2)

ARII/A/332

ARII/C/692_

177.5°E 12 April 1985 LEASESAT F-3 USA-GOVERNMENT ARII/A/222

156,13 ARII/C/242

177.9°E MARECS A ESA-INMARSAT MMSS 1.6b/6 Spare

13010 1.5a,4 (MARECS PAC 1)
IFRB: 177.5°E

178.0°E Dec 1978 DSCS II US-Government FSS UHF 8/UHF 7 IFRB: 175°E

179.9°E 20 Dec 1985 INTELSAT V (F-8) INTELSAT FSS 6, 14a /4, 11 FRB : 180°E (INTELSAT V
(180.0°W) 14786 PAC 3)

°IFRB: 180 E (MCS PAC A)

MCS D INMARSAT Lease MMSS 1.66,6/ AII/A/255

1.5.,4 All/C/682

194.7°E 24 Aug 1984 EKRAN 13 USSR BSS 6/UHF Inc 1. 3.94°
15219

211.0°E 7 Dec 1966 ATS-I USA FSS 6/4 ncl. 12.3-

(149.0°W) 02608

217.1°E 28 Oct 1982 SATCOM V (F-5) US-Alascom, Inc. FSS 6/4 FRB: 143°W in
(142.9°W) 13631 coordination

ARII/A/7

ARII/C/414

220.0°E II Apr 1983 SATCOM 1-R US-RCA FSS 6/4 IFRB: 139°W in
(139.1°W) 13984 coordination

ARII/4/6

ARI I/C/337

221.0°E 1987 SATCOM VI US-RCA FSS 6/4 IFRB: 136°W
(139.0°W) 13984

C



TABLE I (continued). IN-ORBIT GEOSTATIONARY COMMUNICATIONS SATELLITES FOR YEAR END 1986

Subsatel lice Launch Date Satellite country or Frequency

Longitudes Object/Catalog Designation Organization Service Up/Down-Link Renarks

Nunberb (GRz)

223.9°E 13637 PSCS-16 US-Government FSS -- IFRB: 135.0°W

(136 D°W ) (USGCSS 2 E PAC)

ARII/A/139

Incl. 0.051-

225.0-E June 1975 GOES West USA FSS 6/4 SPA-A5/367/1508

(135.0°W) 08366 Incl. 6.9°

226.0°E 28 Jun 1983 GALAXY I US-Hughes Caem,. FSS 6/4 IFRB: 134°W

(134.0°W ) 14158 (USASAT II-0) in coordination

229.0°E 21 Nov 1981 SATCOM 111-R US -(CA FSS 6/4 IFRB : 131°W in

(131.0°W) 12967 coordination

ARII/A/329

ARII/C/347

232.0°E 27 Aug 1985 ASCI US-7vner. SAT CO. FSS 6/4 IFRB: 128°W

(128.0°W ) 15994 Adv. Publication

ARII/A/202/1676

Incl. 0.01-

235.0-E TELSTAR 303 US-AT/T FSS 6/4

125.0°W)

237.5°E 09 Jun 1982 WESTAR 5 US-Western Union FSS 6/4 IFRB: 123°W in

(122.5°W) 13269 coordination

ARII/A/5

ARIL/C/284

240.0°E 23 May 1984 SPACENEI I US-GTE Spacenet FSS 6/ 14a/4,12a IFRB : 120°W in

(120.0°W ) 14985 coordination

ARII/A/10
AR1 I/C/833/1699

ARII/C/166/

ADD-(/1682

242.5°E 12 Nov 1982 ANIK C3 ( E) Canada-TELESAT FSS 14a/ 12a IFRB : IIZS°W

(117.5°W) 13652 ARII/A/138

ARII/C/69

243.1°E 27 Nov 1985 MORELOS B Mexico FSS 6,14a /4,12a IFRB: 116.5°W

(116.3°W) 16274 ARII/A/30

ARII/C/387

247.0°E 17 Jun 1985 MORELOS A Mexico FSS 6,14a/4 , 12a IFRB : 113.5°W

(113.0°W) 15824 ARII/A/28

ARII/C/386

249.0°E Oct 1985 ANIK 02 Canada -TELESAT FSS 14a/12a ARII/A/358/1500

(111.0°W) 15383 ARII/C/716/1673

250.0°E 18 Jun 1983 ANIK C2 Canada -TELESAT FSS 14a/12a IFRB: 110°W in

(110.0°W) 14133 coordination

ARII/A/137/1500

ARII/C/129/1533



TABLE I (continued). IN-ORBIT GEOSTATIONARY COMMUNICATIONS SATELLITES FOR YEAR END 1986

Subsatel I ite

Longitudes

Launch Date

Object/Catalog

Satellite

Designation

Country or

Organization Service

Frequency

Up/Down-Link Remarks

Nunt,arb (GHz)

251.0°E 16 Dec 1978 ANIK BI (4) Canada-TELESAT FS5 6,14a/4,12a IFRB: 109°W

(109.0°W) 11153 ARII/A/136/1551

AR I I/C/ 136/1567

252.2°E 13 Apr 1985 ANIK Cl Canada -TELESAT FS5 I4a/I2a IFRB: 107.5°W in

(107.5°W) 15642 coordination

ARII/A/357/1500

ARII/C/569/1516
ARII/C/728/1674

257.0°E May 1985 G-STAR I US-GTE FSS 14a/I2a IFRB: 106.5°W (GSTAR)

(103.0°W) 15677 ARII/A/14/1525

254.0°E May 1978 LES 9 US-Government EXPER 6/UHF,7,4 IFRB: 106.0°W

(106.0°W) 8747 SPA-AA/207

254.7°E 12 Aug 1969 ATS 5 US-NASA Experi- UHF,6/UHF77,4 IFRB: 105°W
(105.3°W) 04068 mental

255.0°E 31 Aug 1984 LEASESAT F-2 US-Government UHF

(105.0°W) 15236

255.5°E 26 Aug 1982 ANIK DI Canada-TELESAT FSS 6/4 IFRB: 104.5°W

(104.5°W) 13431 ARII/A/279/1682

ARII/C/465/1724

255.0°E 08 May 1985 G-STAR 2 US-GTE FSS 14a/12a IFRB: 103°W

(105.OW) 16649 Adv. Publication
AR/4/15/1525

260.0°E 09 Feb 1978 FLTSATCOM US-Government FSS UHF,S/UHF,7 IFRB: 100°W
(100.0°W) 10669

SP4-AJ/166/1382

261.0°E 26 Feb 1982 WESTAR 4 US-Western Union FSS 6/4 IFRB: 99°W in coordination
(99.0°W) 13069

ARII/C/272/1623

261.0°E II Nov 1982 SBS 3 US-Satellite FSS 14a/12a IFRB: 99°W
(99.0°W) 13651 (USASAT 68) Business Systems SPA-A3/61/1280

263.0°E 15 Nov 1980 SBS I US-Satellite FSS 14a/12a IFRB: 97°W in coordination
(97.0°W) 12065 (USASAT 6A) Business Systems ARII/C/325/1624

ARII/A/34/1553

264.0°E 28 Jul 1983 TELSTAR 301 (3A) US-AT&T FSS 6/4 IFRB: 97°W
(96.0°W) 14234

ARII/A/8/1524

ARII/C/879/1738

265.0°E 24 Sep 1981 SBS 2 US-Satellite FSS 14a/12a IFKB: 95°W in coordination
(95.0°W) 12855 (USASAT 60) Business Systems ARII/C/331/1624

ARII/C/332-336/1624

266.5°E 21 Sep 1984 GALAXY III US-Hughes Comm. FSS 6/4 IFRB: 93.5°W in
(93.5°W) 15308 (USASAT 128) coordination

ARII/A/22/1687

ARI I/C/824/1615

268.8°E 30 Aug 1984 SBS 4 US-Satellite FS5 14a/12a IFRB: 91 °W in coordination
(91.2°W) 15235 (USASAT 9A) Business Systems ARII/A/10/1609

ARII/C/818/1696

z

C
C

N
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TABLE I (continued) . IN-ORBIT GEOSFATIONARY COMMUNICATIONS SATELLITES FOR YEAR END 1986

Subsatel lice Launch Date Satellite Country or Frequency

Longitudes Object/Catalog Designation Organization Service Up/Down-Link

Nunberb (GHz)

Remarks

269.0°E 10 Aug 1979 WESTAR 3 US -Western Union FSS 6/4 IFRB: 91°W

(91.0°W) 11484 ARII/A/37

ARI 1/C/197

To be replaced by WESAR

VI-5 in 1988

274.0°E 01 Sep 1984 TELSTAR 302 US-AT&T FSS 6/4 FRB: 86°W in coordination

(86.0°W ) 15237 (USASAT 3C) ARII/C/246/1620

ARII/C/247-256/1620

277.0°E 16 Jan 1982 SATCOM IV US-RCA FSS 6/4 IFRB: 83°W

(83.0°W ) 13035 (USASAT 7B) ARII/C/I88/1612

283.8°E 21 Feb 1981 CONSTAR D4 US-COMSAT FSS 6/4 ncl. 1.09°

(76.2°W ) 12309 (USASAT 12C) General Colocated with CONSTAR 0-2

284.2°E 22 Jul 1976 CONSTAR D2 US-COMSAT FSS 6/4 FRB: 76°W

(76.0°W) 09047 (USASAT 12C) General ARI I/C/907/1748

ARII/C/908-909/1748

ted with COMSTAR D-4Coloc

285.0°E May 1974 GOES 5 US FSS 6/4

a

IFRB: 75°W (GOES EAST)

(75.0°W) 12472 AR11/A/28

286.0°E 22 Sep 1983 GALAXY 2 US-Hughes Cann. FSS 6/4 FRB: 74°W in coordination

(74.0°W ) 14365 (USASAT 7A) ARII/A/312

ARII/C/8l2

288.0°E 08 Sep 1983 SATCOM II-R US-RCA FSS 6/4 IFRB: 72°W in coordination

(72.0°W) 14328 (VI I) ARII/A/37

291.0°E 23 May 1984

(USASAT 88)

SPACENET II US-GTE Spacenet FSS 6,14a/4 , 12a

ARII/C/221

IFRB: 69°W in coordination

(69.0°W) 15385 USASAT 7C

ARII/A/11

291.0°E Feb 1986 SBTS-2 Brazil FSS 6/4

ARII/C/B35

IFRB: 70.0°W (SBTS Al)

16650 ARII/A/16

ARII/C/94

295.0°E 08 Feb 1985 SBTS-I Braz i I FSS 6/4 IFRB: 65°W (SBTS A2)

(65.0°W) 15561 ARII/A/17

307.5°E 15 Dec 1981 INTELSAT V INTELSAT FSS 6,14a/4,11

ARII/C/99

Manuevered from 27°W

Sep 1985durin
(52.5°W) 12994 (F-3) g

IFRB: 53°W , (INTELSAT V

Continental I)

ARII/A/82/1588

310.0°E 22 May 1975 INTELSAT IV INTELSAT FSS 6/4

ARII/C/591

IFRB: 50.0°W, (INTELSAT IV

(50.0°W ) 7815 (F-I) ATL I)

ARII/A/75

ARII/C/592

C'



TABLE 1 (COntinued). IN-ORBIT GEOSFAIIONARY COMMUNICATIONS SATELLITES FOR YEAR E ND 1986

Subsatellite Launch Date Satellite Country or Frequency

Longitudes Object/Catalog Designation Organization Service Up/Down-Link

Numberb (GHz)

Remarks

318.0°E 05 Apr 1983 TDRS East US-NASA SRSS 1,14d/2,I3 IFRB: 41.0°W

(42.0°W) 13969 US-Systematics

Gen.

FSS 6/4 Incl. 1.51°

319.0°E 1983 TORS I US FSS 6/4 IFRB: 41.0°W (TORS EAST)

(41.0°W) 13969 ARII/A/231

ARII/C/46

325.5°E 05 Mar 1982 INTELSAT V INTELSAT FSS 6,14a/4,11 IFRB: 34.5°W,

(34.5°W) 13083 (F-A) (INTELSAT V ATL 4)

ARII/A/121

AR/II I/C/220

329.0°E 26 Sep 1975 INTELSAT IV-A INTELSAT FSS 6/4 Incl, of 1.7° on

(31.0°W) 08330 (F-I) 12/26/85

IFRB: 31°W (INTELSAT IVA

ATL 6)

ARII/A/68

ARII/C/215

331.5°E 19 May 1983 INTELSAT V (F-6) INTELSAT FSS 6,14a/4,11 [FRB: 18.5°W, MCS AlL A

(18.5°W) 14077 MCS B INMARSAT Lease MMSS 1,66,6 is a spare for MARECS B2

1.5.,4 IFRB: 18.5°W (INTELSAT V

AIL 2)

332.5°E 29 Jun 1985 INTELSAT V-A INTELSAT FS5 6,14a/4, 11 IFRB: 27.5°W (INTELSAT VA

(27.5°W) 15873 (F-10 ATL 2)

ARII/A/335

ARII/C/123

334.0°E 10 Nov 1984 MARECS 82 ESA-leased to MMSS 1.66,66 Operational I Jan 1985 as
(26.0°W) 15386 INMARSAT 1.5.,4 Pacific Ocean Maritime

Satellite IFRB: 177.5°E

335.0°E VOLNA I USSR AMISS UHF, I.6e/UHF, (MARECS PAC I)
(25.0°W) 1.5c

335.0°F RADUGA 18 USSR FSS 6/4 IFRB: 25.0°W (STATSIONAR 8)
(25.0°W) 16497 ARII/A/95

ARII/C/50

335.4°E 22 Mar 1985 INTELSAT V-A INTELSAT FSS 6,14a/4,11 HERB: 24.5°W
(24.5°W) 15629 (F-10) (INTELSAT VA ATL I)

335.7°E 05 Oct 1980 RADUGA 7 USSR FS5 5,6/3 Operates below INTELSAT V-A
(24.3°W) 12003 frequencies

337.0°E 18 Jan 1980 FLTSATCOM 3 US-Government FSS UHF,8/UHF,7 IFRB: 23.0°W
(23.0°W) 11669 ARII/A/48/I561,

ADO-1/1587

337.5°E 19 Nov. 1978 NATO III NATO FSS 20a,8/2.3,7 On 12/26/85 drifting at
(22.5°W) 15391 0.04°E and incl. 1.68°

Incl. 4.06°

338.4°E 25 May 1977 INTELSAT IV-A INTELSAT FSS 6/4 IFRB: 21.5°W, FLTSAT B
(21.6°W) 10024 (F-4) (EAT L)(INTELSAI TVA ATL I)

cc



TABLE I (Continued). IN-ORBIT GEOSTATIONARY COMMUNICATIONS SATELLITES FOR YEAR END 1986

Subsatell ite Launch Data Satellite Country or Frequency

Longitudea Object/Catalog Designation Organization Service Up/Down -Link Remarks

Numberb (GHz)

342.0°E Apr 1976 NATO I-A

(18.0°W) 08808

344.0°E 30 Jun 1983 GORIZONT 7

(16°W) 14160

345.0°E 10 Nov 1984 LEASESAT F-I
(15.0°W) 15384

345.1°E 19 Feb 1976 MARISA1 F-I

(14.9°W) B697

348.0°E Nov 1979 DSCS II

(12.0°W)

349.6°E 14 Jun 1980 GORIZONT 4

(10.4°W) 11841

352.0°E
(8°W)

04 Aug 11,484 TELECOM I-A

15159

355.0°E 08 May 1985 TELECOM 18

(5.0°W) 15678

NATO FSS 8/7

USSR FSS 6/4

US-Government UHF

US-COMSAT MMSS,FSS UHF 1,66,6 Spare, but only UHF

General UHF 1,5a,4 transponder used

IFRB: 15°W

ARII/A/7/1101

ARI I/C/33/1254

US-Government FSS UHF, a/UHF,7 IFRB : 12°W (USGCSS 2 ATL)
ARII/C/153

0

USSR FSS 6,8/4,7 [FRB: II°W STATSIONAR II

in coordination

ARII/C/877/1737

France FSS 2,6,8,14a/2, IFRB : 8°W in coordination

4,7,12a,12b,12c ARII/A/268

ARII/C/84/161I

France FSS 2, 6,8,14a/2, IFRB: 5°W

4,7,12a,12b,12c ARII/A/269

ARII/C/472

356.2°E 29 Jan 1976 INTELSAT IV-A INTELSAT F5S 6/4 IFRB: 4°W, INTELSAT IVA
(3.8°W) (F-2) ATL 2 in coordination

ARII/A/65

ARII/C/121

357.0°E 12 Mar 1983 EKRAN 10 USSR FSS 6/UHF Incl. 3.75°
(3.0°W) 13878

358.3°E 06 Dec 1980 INTELSAT V INTELSAT FSS 6,14a/4, II IFRB: IoW,
(1.7°W) 12089 (F-2) (INTELSAT V CONT 4)

Incl. 0.034°

ARII/A/83

ARII/C/593

359.0°E Jun 1986 SKYNET 4A UK FSS 6/4 IFRB: I°W
(1.0°W) 07547 (28) ARII/A/336

ARI l/C/182

aThe list of satellite longitudes was carpi led from the best information available.
bspace objects that can be tracked are assigned an object/catalog nunber which is used by NASA and others.



TABLE 2. PLANNED GEOSTATIONARY COMMUNICATIONS SATELLITES AS OF YEAR END 1986

Launch or

Subsatell ite

Longitudes

In-Use Date/

Period of

Validityb

Satellite

Designation

Country or

Organization Service

Frequency

Up/Down-Link

(GHz)

1.0°E Sep 1986 GDL 5 Luxembourg FSS/BSS 6b, 12e,14a

11.7,12b,12c

3.0°E 198? TELECOM I-C France FSS/BSS 6b,8,14/4,

7,12b,12c

3.0°E 30 Sept 1991/10 TELECOM 2-C France FSS 6,14/4,12b,12c

MMSS 8/7

2/2.2

5.0°E 198? TLLE-X Norway, Sweden FSS/BSS 2,6,30a,17,20a/2,

12a,12b,20d

6.0°E Mar 1986/10c SKYNET 4B UK FSS/MISS UHF,45/7,UHF

7.0°E 1987 F -SAT I France FSS 2, 14a, 12b, 12c,20d

Remarks

ARII /C/612/1657

ARI I/A/29/1339

ARII/C/116/ADD-2

ARII/C/157/1598

ARI I/C/131/1594

ARII/C/116/ADD-2/1643

AR14/D/ 28/1669

ARII/A/326/1745

ARII/A/27/1535

ARI l/C/446/1644

AR14/C/82/1677
ARII/C/183/ADD-1/1652

ARII/C/589/1652

ARII/C/183/161I

AR/Ii/C/568/1648

AR/11/A/79/1587

AR/II/C/566-567/1648

8.0°E 31 Dec 1987/20 STATSIONAR 18 USSR FSS/BSS 6a,6b,6/ ARI I/A/219/1686

4a ARII/C/911/1749

ARII/C/911/CORR-1/1756
8.0°E 31 Dec 1987/20 GALS 7 USSR FSS 8/7 ARI I/A/238/1693

ARII/C/913/1750

ARII/C/913/ADD-I/A56

8.0°E 31 Dec 1987/20 VOLNA 15 USSR AMSS UHF, 1.6e/

UHF, 1.5c

ARII/A/241/1693

8.0°E 08 Aug 1990/20 TOR-8 USSR FSS/AMSS/

LMSS/MMSS

43, 45, 20b ARII/A/285/1710

10.0°E 1986 APEX France BSS/FSS 6,30a/2,4,20b, ARII/C/1583-584/1651
39,40 ARII/A/62/1578

AR14/C/79/1676

12.0°E 1982/20 PROGNOZ 2 USSR SRS 14a,2 SPA-AA/317/1471

13.0°E 31 Dec 1987/7 ITALSAT Italy FSS 30a/2,20b,39,40 ARII/A/I51/1633

ARII/C/827/1697

N



TABLE 2 (continued ). PLANNED GEOSTATIONARY COMMUNICATIONS SATELLITES AS OF YEAR END 1986

Subsatell ite

Launch or

In-Use Date/ Satellite Country or Frequency

Longitudes Period of Designation Organization Service Up /Down-Link Remarks

Validityb (GHz)

13.0°E 1 984 EUTELSAT 1-2 France/EUTELSAT FSS/BSS I 4a/ 11,12a, 12b, 12c SPA-AJ/328/1492

ARI l/A/61/1578,

1589 & 1582

ARI I/C/445/1644

AR14/C/51/1669

ARII/D/71/1700

13.0°E 31 Oct 1989/15 EUTELSAT II-13E France/EUTELSAT STS 2/2 ARII/A/306/1732

14.0°E Unknown Nigerian Nigeria FSS 6/4 SPA-AA/2091346

National

System

15.0°E 1986 AMS I Israel FSS 6, 14a/4,11 ARII /A/39/1554

ARII/0/30/1593

15.0°E Dec 1990/20 STATSIONAR 23 USSR FSS 6/4a ARII/A/318/1740

15.0°E 31 Dec 1990/20 TOR 12 USSR FSS/AMSS/ 43, 45 ARII/A/309/1736

MMSS/LMSS 201,

15.0°E 1986 AMS 2 Israel FSS 6,14a/4,11 ARI1/A/39/1554

15.0°E 31 Dec 1990/20 GALS 12 USSR FSS 8/7 AR II/A/313/1740

16.0°E 1987 S ICRAL I-A I to I y FSS 8, 14a,45/7, 12b, ARI I/A/44/l588

I2c,20b,44

16.0°E 31 Jan 1966/ 11 EUTELSAT 1-4 France/EUTELSAT FSS/STS 14a/ II, 11,126 ARII/A/218/1685
12c ARII/C/874 /ADD-I/

CORR-1/1762/1737

17.0°E Unknown SABS Saudi Arabia BSS 14a/12b,12c SPA-AA/235/1387

17.0°E 1988 SABS 1-2 Saudi Arabia BSS 14a, 14a / 12b, 12a ARI l/A/125/1616

19.0°E Sep 1986 GDL 6 Luxembourg FSS/BSS 6b , 14a/11,12 ARII/A/94/1594/

ADO-1/1708

20.0°E Unknown Nigerian

National

System

Nigeria FSS 6/4 SPA-AA/209/1346

20.0E Feb 1982 SIRIO 2 France/SIRIO 1,3 SPA-AJ /424/1515

22.0°E 1987 SICRAL I-B Italy MMSS/FSS UHF,8, 14a,45/7, ARI I/A/45/1557
12b,12c,20b ARIL/A/45/1588

23.0°E 31 Dec 1987/20 STATSIONAR 19 USSR FSS/BSS 6a,6b,4a ARII/A/220/1686

SRII/C/916/1752

SRI I/C/917/1952

ARII/C/1917

CORR-1/1756



TABLE 2 (continued). PLANNED GEOSTATIONARY COMMUNICATIONS SATELLITES AS OF YEAR END 1986

Subsatell ite

Launch or

In-Use Date/ Satellite Country or Frequency

Longitudes Period of Designation Organization Service Up/Down-Link Remarks

VaIidityb (GHz)

23.0°E 31 Dec 1987/20 GALS 8 USSR FSS 8/7 ARI I/A/239/16930

ARII/C/914/1750

23.0°E 31 Dec 1987/20 VOLNA 17 USSR FSS UHF,1.6e/UHF,1.5c

ARII/C/914/ADD-i/1756

ARII/A/242/1693

23.0°E 01 Aug 1990/20 TOR 7 USSR FSS/MSSS 43,45,206 ARII/4/294/1710

23.5°E 1987 DFS I Germany

LMSS/AMSS

FSS 2,14,30/11, 12b, 12c, ARII/A/40/1556

20b ARII/C/696-697/1670

ARII/C/774/1681

ARII/C/779/1681

26.0°E 31 Dec 1988/20 ZOHREH 2 Iran FSS 14a/11 SPA-AA/164/1278

SPA-AJ/76/1303

28.5°E 1987 DFS 2 Germany FSS 2,14/11, 12b, 12c, ARI I/A/41/1556

20d,30

32.0°E 1987/10 VIDEOSAT I France FSS 14a/2,12b , 12c ARII /A/80/1588

ARI I/C/574/1650

ARII/C/580/1650

AR14/C/781/1676

34.0°E 31 Dec 1988/20 ZOHREH I Iran FSS 14a/II SPA-AA/163/1278

A/296/ADD-1/1728

35.0°E Unknown PROGNOZ 3 USSR SRS -/4a/2 SPA-AA/318/1471

35.0°E I Aug 1990/20 TOR 2 USSR FSS/AMSS/

LMSS/MMSS

43,45,20b ARII/A/279/1710

35.0°E Jun 1988/20 STATSIONAR D-3 USSR FSS 6b/4b ARII/A/195/1675

35.0°E 31 Dec 1985/20 VOLNA 11 USSR AMSS UHF,1.6d/UHF,1.5c AR/Ii/A/150/1631

35.0°E Dec 1984/20 GALS 6 USSR FSS 8/7 AR/Ii/C/109/1578

36.0°E 31 Oct 1989/15 EUTELSAT II-36E France/EUTELSAT STS 2/2 ARII/A/307/1732

38.0°E 1986 PAKSAT I Pakistan FSS 14a/11,12b,12c ARI I/A/90/I592

40.0°E 31 Dec 1986/20 LOUTCH 7 USSR FSS 14a/II ARII/A/270/CORR-1/1707

40.0°E 10 Oct 1984/20 STATSIONAR 12 USSR FSS 4a ARI I/C/878/I737

41.0°E Unknown ZOHREH 4 Iran FSS 14a/II SPA-AA/203/1330

41.0°E 1986 PAKSAT 2 Pakistan FSS 14a/I2b,12c ARI i/A/91/1592

45.0°E Unknown VOLNA 3 USSR MMSS UHF,1.6b/1.5a,UHF SPA-AA/274/1425

N
N
V



TABLE 2 (continued) . PLANNED GEOSTATIONARY COMMUNICATIONS SATELLITES AS OF YEAR END 1986

Launch or

Subsetellite In-Use Date/ Satellite Country or Frequency

Longitudes Period of Designation Organization Service Up/Down-Link

Validityb (GHz)

Remarks

45.0°E Unknown LOUTCH P2 USSR FSS 14a/11 SPA-AA/ 178/I289
SPA-AJ / 122/1340

45.0°E Jun 1988/ 20 STATSIONAR 04 USSR FSS 6a/4b ARI I/A/196/1675

45.0°E 1980 GALS 2 USSR FSS 8/7 SPA-AJ / 112/1335

SPA-AA/ I54/I262

45.0°E 31 Dec 1990/20 VOLNA 3n USSR MMSS I.6b/I.5a ARI I/A/249/1697

45.0°E I Aug 1990/ 20 TOR 3 USSR FSS/AMSS 43,45, ARII/A/280/1710

MMSS/LMSS 20b

47.0°E 31 Dec 1988/20 ZOHREH 3 Iran FSS 14a/II SPA-AA/ 165/1278

53.0°E Unknown LOUTCH 2 USSR FSS 14a/II SPA-AJ /85/1318

Leased to Intersputnik

53.0°E I Aug 1987 / 10 SKYNET 4C UK FSS/MMSS UHF,B,

45/UHF

ARII/9/45/1626

ARII/A/84/ADD-1/1597

ARI I/A/84/1588

ARI I/C/870/ 1737/867

53.0°E I Jun 1989/ 15 MORE 53 USSR MMSS/FSS 1.6b,6b/ 1.5a,I.5b,4 ARII/A/ 185/1662

57.0°E 1988 INTELSAT VI
(IND 2)

INTELSAT V
(IND 3)

INTELSAT

INTELSAT

FSS 6a,6b , 6,14/4a , 4,11 ARII/A/72/1584

57.0°E 1985 INTELSAT V-A
(IND 2)

INTELSAT FSS 6, 14a/4, II ARII/A/68/1580

58.0 I Aug 1990/20 TOR 13 USSR TSS/LMSS 43,45/206 ARI I/A/310/1736
(302.0°W)

58.0 Jun 1988/20 STATSIONAR 24 USSR AMSS/MMSS 6/4a ARI1/4/319
(302.0°) FSS Corr -(/ 1760

58.0 31 Dec 1990/20 GALS 13 USSR FSS 8/7 ARII/A/B14/1740

58.0 31 Dec 1990/20 VOLNA 4 USSR MMSS/FSS 1.6b/I.5a SPA-AA/ I72/I286

60.0°E 1988 INTELSAI VI INTELSAT FSS 6a,6b , 6, 14/4°,4, 11 ARI I/A/71/1584

64.5°E Unknown MARECS INMARSAT ( F) MMES I.6b,6b/1.5a, SPA-AJ/243/1432
(IND I) 4

64.5°E 1989/ 15 INMARSAT TOR INMARSAT ( G) MMSS/AMSS 1.6b,1.6c , 1.6d/ ARII /A/178/1644
6b,/4a ARII /C/846/1706

N



FABLE 2 (continued). PLANNED GEOSTATIONARY COMMUNICATIONS SATELLITES AS OF YEAR END 1986 O

Subsatellite

Launch or

In-Use Date/ Satellite Country or Frequency

r.
O
2

DLongitudea Period of Designation Organization Service Up/Down-Link Remarks
-1

Validityb
(GHz)

0

64.5°E 31 Jan 1990/ 15 INMARSAT IOR-11 INMARSAT MMSS/AMSS/ 1.6b,1.6c,l.6d/ ARII/A/293/1713

z
n

FSS/STSS I.5b,1.5c

6b,4a,4

65.0°E April 1983/1 SIRIO Italy FSS 1,11,12,17/ 18 ARII/C/601/1655

66.00E 1986 INTELSAT V INTELSAT FSS 6,14a/4 ,11 SPA-AA/253/1419
O

66 0°E I July 1987/10

(IND 4)

INTELSAT MCS INTELSAT MMSS/FS5 6b,1.6b/1.5a,4 SPA-AA/275/1425 J

2.
(IND D-Spare) ARI I/C/857/1735

66.0°E 1989 INTELSAT V-A 66E INTELSAT FSS 6,14a/4,Il

69 0°L 31 Dec 1990/20 GALS 14 USSR FSS 8/7 ARII /A/315/1740
.

69.0°E Dec 1986/20 STATSIONAR 20 USSR FSS 6/4a

ARII/A/315/CORK-1/1760

ARII/A/316/1740

z
z

70.0°E 1985/86 STW 2 China , Peoples FS5 6/4 SPA-AA/142/1255
J

72.0°E Dec 1984/10 FLTSAT A (IND)

Republic of

USA FSS/MMSS UHF,B/UHF,7 ARII/A/1OO/ADD-I/

1652, A/100/1605

73.0°E Unknown MARECS INMARSAT (F) MMSS 1.6b, 6b,/1.5a , ARII/D/3/1551

( IND 2) 4

74.0°E 31 July 1990/20 INSAT )ETEO India B55/F55 UHF,6,6b/4b, ARII/A/262/1702
(286.0°W) MET AIDS 0.4c/-

logical

74.0°E July 1990/20 INSAT II-C India BS5/FSS UHF,6b/4b, ARII/A/262/1702
MET AIDS 0.4c/- RES 33/A/7/1702

75.0°E 31 Dec 1986/10 FLTSATCOM B

(IND)

USA FSS/MMSS 45/20d ARI I/A/52/1561

AR/II/A/52/ADD-1/1587

76.0°E 31 Dec 1986/15 DONS USSR MMSS/FSS 30a/7, 1.6f, ARII/A/205/1678

20a,20b

77.0°E Oct 1989/20 SSRD 2 USSR FSS 14c,15,14b/II, ARI I/A/188/1672

13,12e

80.0°E Unknown POTOK 2 USSR FSS 6/4 ARI l/A/179/1645

SPA-AA/345/1485

80.0°E Dec 1986/20 STATSIONAR 13 USSR FSS 6/4a ARII/C/599/1655

80.0°E 31 Dec 1987/20 LOUTCH 8 USSR FSS 14a/11,6/4a ARII/A/271/CORR-l/1707

81.5°E I Jun 1990/10 FOTON 2 USSR FSS 6b/4b ARII/A/236/1692



TABLE 2 (Continued). PLANNED GEOSTATIONARY COMMUNICATIONS SATELLITES AS OF YEAR END 1986

Launch or

Subsatellite In-Use Date/ Satellite Country or Frequency

Longitudea Period of Designation Organization Service Up/Down-Link

Val idityb (GHZ)

83.0°E Jan 1989/15 INSAT I-D

83.0°E Jan 1990/20 INSAT II-A

85.0°E Unknown LOUTCH P3

85.0°E I Aug 1990/20 TOR 4

85.0°E 1980 GALS 3

India

India

USSR

USSR

Remarks

FSS/STSS/ 6b/4 ARI I/A/126/1617

MET AIDS UHF RES 33/A/3/ADO-I-IO/

0.4c/- AR14/C/91/1682

ARI I/C/860/1735

FSS/MMSS -6,6b,4,4b

FSS 14a/II

FSS/AMSS/ 43,45,20b

MMSS/LMSS

ARI I/A/260/1702

RES 33/A/5/1702

SPA-AA/179/1289
SPA-AJ/123/I340

ARI I/A/281/1210

USSR FSS 8/7 SPA-AJ/112/1335

SPA-AA/154/1262

85.0°E Jun 1988/20 STATSIONAR D5 USSR

85.0°E Unknown VOLNA 5 USSR

85.0°E 31 Dec 1990/20 VOLNA 5M

FSS 6/4b

MMSS

USSR FSS

ARI I/A/197/1675

UHF, I.6b/1.5a,UHF SPA-AJ/100/1329

SPA-AA/173/1286

I.6b/1.5a ARI I /A/250/1697

85.0°W 31 Dec 1989/10 NANUEL 2 Argentina FSS 14a ,6/12,4 ARII /C/204/1677

ARII/A/204/1677

87.5°E
(272.5°)

15 Mar 1988 CHINASAT I PRC F5S 6/4 ARI I/A/255/1702

89.0°W 30 Jun 1990/ 10 CONDOR B Andean FSS 6/4 ARI I/A/209/1679

90.0°E

(270.0°W)

Unknown LOUTCH 3 USSR FSS 14a/II SPA-AJ/86/1318

90.0°E I Jun 1989/15 MORE 90 USSR MMSS I.6b,6b/I.5a,l.5b,4 ARII/A/154/1562

90.0°E Unknown VOLNA 8 USSR MMSS UHF, I.6b/1.5a,UHF SPA-AA/289/I445

ARI I/C/15/1589

93.5°E Mar 1990/20 INSAT 11-8 India FSS/BSS 6,6b/UHF AR I I/A/261/1702
MET AIDS 0.4c/- RES 33/A/6/261/1702

93.5°E 1986/18 INSAT I-C India FSS/STS UHF,6/4,6/4a SPA-AJ/231/I429
MET AIDS 6b/4, ARI I/C/851/1708

0.4c/- ARII/C/852-856/1708

95.0°E 1985/20 CSDRN USSR SRS 14b/14d,11,13 SPA-AA/342/1484

(May have been

launched as COSMOS

1700)

95.0°E July 1984/20 STAISIONAR 14 USSR FSS/BSS 6/UHF SPA-AJ/311/1469



TABLE 2 (continued). PLANNED GEOSTATIONARY COMMUNICATIONS SATELLITES AS OF YEAR END 1986

Subsatellite

Launch or

In-Use Date/ Satellite Country or Frequency

Longitudea Period of Designation Organization Service Up/Down-Link Remarks

Validityb (GHz)

96.5°E 31 Dec 1988/20 LOUTCH 9 USSR FSS 14a/1I ARI I/A/272/CORR-(/1707

97.0°E 30 Apr 1989/10 STSC 2 CUBA FSS 6/4 ARII/A/268/1706

ARI I/A/268/1723

98.0°E 15 Mar 1989/10 CHINASAT 3 PRC FSS 6/4 ARI I/A/257/1702

99.0°E Unknown STATS IONAR-T USSR FSS/BSS 6/UHF RES-SPA2-3-AAIO/1426

SPA-AJ/316/1473

99.0°E Unknown STATSIONAR-T2 USSR FSS/BSS 6/UHF SPA-AJ/316/1473

103.0°E 31 Dec 1988/20 STATSIONAR 21 USSR FSS/BSS 5a, 6, 6b ARI I/A/244/1692

4a,4, ARI I/C/905/1748

AR I I/C/906/ 1748

ARII/C/905/ADD-1/1752

103.0°E April 1986 STY 2 China FSS 6/4 ARI I/A/245AD0-(/1712

103.0°E 31 Dec 1988/20 LOUTCH 5 USSR FSS 14a/1I ARI I/A/243/1694

110.0°E I Jun 1990 BS-3 Japan FSS 14a/12c,12b ARII/A/334/1750

110.5°E 31 Dec 198B/ID CHINASAT II China FSS 6/4 ARI I/A/25b/1702

118.0°E Jun 1989 PALAPA B-3 Indonesia FSS 6/4 ARI I/A/157/1637

X0.5°

124.0°E 31 Dec 1988 SCS-Ib Japan CM/TM/FSS 12c,30a, 14a,20a, ARI I/A/274/1708

20b, 12b, 12c

128.0°E 1984/20 STATSIONAR 15 USSR FSS 6/4a SPA-AA/273/1425

SPA-AJ/3071469

128.0°E I Jun 1990/20 GALS 10 USSR FS5 8/7 ARI I/A/247/1695

ARII/C/919/1753

128.0°E Dec 1988/13 SCS-IB Japan FSS -/12c,30a,14a/20a, ARI I/A/274/1708

20b,12b,12c

128.0°E Unknown VOLNA 9 USSR FSS/BSS UHF, I.60b/1.5a,UHF

WISS 1,2,11,34

128.0°E 30 Jun 1988/13 SCS-la JAPAN FSS 14a/12c,30a,20a, ARII/A/273/I708

20b,12b,12c

128.0°E I Aug 1990/20 TOR 6 USSR FSS/LMSS

AMSS/MMSS

43,45,20b ARI I/A/283/1710

128.0°E Jun 1988/20 SIATSIONAR-06 USSR FSS 6a/4b ARI I/A/198/1675

128.0°E 31 Dec 1990/20 VOLNA 9M USSR MMSS/FSS 1.6b/1.5a ARI I/A/25I/1697



TABLE 2 (continued). PLANNED GEOSTATIONARY COMMUNICATIONS SATELLITES AS OF YEAR END 1986

Launch or
Subsate I I its In-Use Date/ Satellite Country or Frequency

Longitudea Period of Designation Organization Service Up/Dam-Link Remarks

Validityb (GHz)

130.0°E Unknown ETS 2 Japan Experi-

mentaI

130.0° July 1990/ 20 PROGNOZ 5 USSR SRSS 2/4a ARII/4/275/1709

130.0°E Dec 1984/20 GALS 5 USSR FSS 8/7 ARII/C/108/1578

ARII/C/28/1561

SPA-AA/339/1480

130.0°E I Aug 1990 TOR 10 USSR FSS/MMSS/

AMSS/L MSS

43,45,20d,20b ARII/4/290/1711

132.0°E March 1988/10 CS-3A Japan FSS 6,30a,20a,20b ARII/A/212/1680

136.0°E 30 Jun 1988/10 CS-38 Japan FSS 6,30a,20a,20b ARII/A/213/1680

140.0°E Aug 1984 GMS 3 Japan FSS 2,4a/UHF,I.6m , l.6n ARII /C/474/164B

ARI I/A/54/1563

140.0°E Unknown LDUTCH 4 USSR FSS 14a/II SPA-AJ/87/1318

140_0°E I Jun 1984 MORE 140 USSR MMSS I.6b,6b/ I.5a,4 ARII/A/186/1662

140.0°E Unknown VOLNA 6 USSR FSS/855 4a

145.0°E 31 Dec 1987/20 STATSIONAR 16 USSR FSS 6b,6,4a ARII/A/76/1593 & 1586
(215.0°W)

ARII/C/850/CORR-2/1728

ARII/C/849/CORR-2/I728
ARII/C/849/1707

150.0°E Unknown CSE Japan FSS 14a/12a AR533/6/3/1639
AR533/6/3/164

ARII/C/177/1606

150.0°E I Aug 1987/5 ETS-V Japan MMSS/FSS/ 6/5 ARII/4/217/1685
STS/AMSS 6 AR11/C/923/1754/920
Experi -

mental

1.6d,1.6e/1.5c

150.0°E 31 Dec 1987/12 JCSAT I Japan FSS 14a/12b,12c ARII/A/253/I700

154.0°E 30 Apr 1988/12 JCSAT 2 Japan FSS 14a/12b,12c ARII/4/254/1700

164.0°E 1986/10 AUSSAT 3 Australia (OTC) FSS/BS5 14a,12b,12c RES 33/C/5/1643
RES 33/C/5/1647-I11

164.0°E 1986/10 AUSSAT PAC III Australia (OTC) FSS 14a/12b,12c Adv. Publication 5/85
South Pacific

Region
ARII/A/215/1684

166.0°E July 1990/20 PROGNOZ 6 USSR SRS 2/4a ARII/C/941/1763

z
z



TABLE 2 (continued). PLANNED GEOSTATIONARY COMMUNICATIONS SATELLITES AS OF YEAR END 1986

Launch or

Subsatellite In-Use Date/ Satellite Country or Frequency

Longitudea Period of Designation Organization Service Up/Down-Link

Validityb (GHz)

Rana rks

166.0°E 31 Dec 1988/15 GUMS 2 USSR MMSS/FSS 30a/7,1.6f,20a,20b ARII/A/207/1578

167.0°E Jun 1985/20 PACSTAR I Papua, New FSS 14a,6b,12a,12b,4e ARII/A/200/1676

Guinea

167.OeE Oct 1989/20 SSRD 7 USSR F5S 14c,15,14b/II, ARII/A/187/1672

13,12c

167.0°E 10 Sept 1990/15 PACSIAR A-I Papua , New AMSS/MMSS 1.6,1.6e/1.5c ARII/A/331/1749

Guinea

172.0°E Dec 1986/10 FLTSAT B USA FSS/MMSS 45/20d ARII /A/51/1561

USGCSS 3 USA

(W PAC)

173.D°E Jan 1987/10 INTELSAT V-A INTELSAT FSS 6,14a/4,11 ARII/A/65/1580

(PAC I)

(W PAC)

174.0°E Dec 84?/10 INTELSAT V US-INTELSAT FSS 6,14a/4,11 SPA-AJ/376/1511

(PAC I)

174.0°E Jan 1987/10 INTELSAT V-A US-INTELSAT FSS 6,14a/4,1I

(PAC I)

174.0°E Jan 1987/ID INTELSAT IV-A INTELSAT

(PAC I)

175.0°E Dec 1987/10

175.0°E 10 Sept 1990/15 PACSTAR A-2

177.0°E Jan 1986/10

(79°E)

177.0°E Jan 1987/10

179.0°E Dec 1984/10

179.5°E 31 Oct 1989/15

180.0°E Jan 1985/10
(180.0°W)

ARII/A/51/ADD-1/1587

FS5 6/4

Notified

ARII/C/680/1668

Notified

FSS/MMSS 8/7,2,8/7

LMSS/STS
ARII/266/ADD-1/1730/

1706. See also

Table I.

Papua, New AMSS/MMSS

Guinea
1.6d,1.6e/I.5c ARII/A/332/1749

INTELSAT V US-INTELSAT F55

(PAC 2)

INTELSAT V-A US-INTELSAT
(PAC 2)

INTELSAT V US-INTELSAT

(PAC 2)

INMARSAT POR-I UK/INMARSAI

INTELSAT V

(PAC 3)

6, 14a/4,11 ARI I/A/81/1588/

66/1580

ARI I/C/681/1668

SPA-AA/255/1419

ARII/C/590/1652

FSS 6/ 14a/4,11 ARII/A/66/I580

ARI I/C/678/1668

FSS 6,14a/4,11 SPA-AJ/377/1511

MMSS/AMSS/ 1.6b,1.6c,1.6d/ ARII/A/329/1747

FSS/STS 1.5b,1.5c

6g/4a

6,4

US-INTELSAT FSS 6,14a/4,11 ARII/C/682/1668

owo

N

b



TABLE 2 (continued). PLANNED GEOSTATIONARY COMMUNICATIONS SATELLITES AS OF YEAR END 1986

Subsatellite

Launch or

In-Use Date / Satellite Country or Frequency

Longitudes Period of Designation Organization Service Up/Down-Link Remarks

Val idityb (OHz)

180.0°E 1991 /10 INTELSAT V-A INTELSAT FSS 6,14a/4,11 ARI I/

(180.0°W ) (PAC 3)

180.0°E I Jul 1963/10 INTELSAT ICS USA MMSS/FSS 1.6b/ I.5a SPA-AJ/477/1577

(180.0°W ) Jan 1986 PAC A 6b/4a ARI I/C/859/1735

182.0°E I Jul 1990/10 USASAT 13K USA FSS 6/4 AR! I/C/945/1763

(178.0°W)

185.0°E Jun 1985/20 PACSTAR 2 Papua, New FSS 14 , 6b/12a,12b,4a ARII/A/201/1676

(175.0°W) Guinea

189.0°E 1985/ 15 IDRS WEST USA-NASA/ SRS 2,14d,14b/2,13 SPA-AA/232/1381

(171.0°W) SPACECOM ARI I/C/47/1568

190.0°E Jun 1988/20 STATSIONAR D2 USSR FSS 6/4b ARI I/A/194/675

(I70.0°W)

190.0°E I Aug 1990/20 TOR 5 USSR FSS/AMSS/ 43,45,206 ARII/A/282/1710

(170.0°W) LMSS/MMSS

190.0°E Unknown LOUTCH P4 USSR FSS 14a/II SPA-AA/ 180/1289

(I70.0°W) SPA-AJ/ 124/1340

190.0°E Unknown STATSIONAR 10 USSR F5S 6/4 SPA-AJ/64/1280

190.0°E Unknown
(I70.0°W)

VOLNA 7 USSR MMSS UHF,1.6b/ 1.5a,UHF SPA-AA/175/1286

190.0°E 1980/20

(170.0°W)

GALS 4 USSR

190.5°E I Jun 1990/10 FOTON 3

(169.5°W)

192.0°E Unknown POTOK 3

(168.0°W)

200.0°F 1985 ESDRN

(160.0°W)

201.0°E July 1990 /20 PROGNOZ 7

(159.0°W)

214.0°E 1985 AMIGO 2

(146.0°W)

214.0°E Jun 1990/ 10 USASAT 20C

(146.0°11) ( AURORA 2)

FSS 8/7

USSR FSS

USSR F5S

USSR SRS

USSR SRS

Mexico BSS

USA FSS

SPA-AJ / 114/1335

SPA-AA/ 156/1262

6b/4b ARI I /A/237/1692

6/4 SPA-AA/346/1485

14d, 14b, 10,11,13 SPA -AA/343/1484

2/4a ARI I /A/277/1709

ARI I/C/942/1763

17,20a/12b,12a RES 33/A/2/1560

6/4 ARI I /A/259/1702

A
0

C

N
A



TABLE 2 ( continued). PLANNED GEOSTATIONARY COMMUNICATIONS SATELLITES AS OF YEAR END 1986

Launch or

Subsetell ite In-Use Date/ Satellite Country or Frequency

Longitudea Period of Designation Organization Service Up/Down-Link

Validityb (GHz)

Remarks

215.0°E Dec 1984/10 FLISATCOM A USA FSS/MMSS UHF,B/UHF,7 ARI I/A/181/1652

(145.0°W) (PAC)

215.0°E Unknown ILHUICAHUA 4 Mexico FSS 6,14a/4,12a ARI I/A/25/1533
(145.0°W)

215.0°E I Dec 1990/20 VOLNA 21M USSR MMSS 1.6e,1.6d/1.5a, ARI I/A/252/1697

(145.0°W) 1.5c

216.0°E Jun 1990/10 USASAI 20-8 USA FSS 6/4 ARI I/A/258/1102
(144.0°W ) (WESIAR 7)

217.0°E Dec 1982/10 US SATCOM V USA FSS 6/4 ARII/D/104/1724

(143.0°W)

218.0°E 1987/10 USASAI 11-C USA FSS I4a/12a ARII/111/1609
(142.0°W ) (WESIAR B)

219.0°E Dec 1989/10 USASAT 17-C USA FSS 6/4 ARII/A/228/1687
(141.0°W) (Galaxy 4)

219.0°E Unknown ILHUICAHUA 3 Mexico FSS 6,14a/4,17a ARI I/A/24,1533

(141.0°W)

223.0°E Dec 1989/10 USASAT 17 8 USA FSS 6/4 ARII/A/227/1687
(137.0°W) (Spacenet 4)

225.0°E 31 Dec 1986 /10 USGCSS 3E PAC USA STS 2/3 SPA-AA/349/1493
(135.0°W)

ARII/C/406-008/169

224.0°E Jan 1990/10 USASAT 16-0 USA FSS 14a/17a ARI I/A/225/1687
(136.0°W ) (GSTAR 3)

226.0°E Jan 1990/10 USASAT 16-C USA FSS 14/11 ARI I/A/224/1687
134.0°W)

226.0°E Jan 1990/10 USASAT 11-0

(Hughes Galaxy)

USA FSS I4a/II ARII/A/120/1615

230.0°E Jun 1987/10 USASAT 10-0 USA FSS 14a/12a ARII/A/108/1609
(130.0°W ) (Galaxy B)

230.0°E I Oct 1991/15 ACS 3 USA AMSS 1.6d,1.6c/1.5c ARI 1/A/303/1723
(I 30.09°W)

230.0°E 31 Dec 1987/10 USROSS West USA FSS/RDSS I.6a,6b/25 ARII/A/176/1641
(130.0°W)

234.0°E 15 Sep 1987/10 USASAT 10-C USA FSS 14a/12a ARII/A/107/1609
(126.0°W)

234.0°E 31 Oct 1985/10 USASAT 20-A USA FSS/STS 6/4 ARI I/A/304/1730
(126.0°W)



TABLE 2 (continued). PLANNED GEOSTATTONARY COMMUNICATIONS SATELLITES AS OF YEAR END 1986

Subsatell ite

Launch or

In-Use Date/ Satellite Country or Frequency

Longitudes Period of Designation Organization Service Up/Down-Link Remarks

Validityb (GHz)

234.0°E Sep 1987/10 USASAT IOL USA FSS 14a/11 ARII /A/107/1609
(126.0°)

236.0°E 15 Sep 1986/10 USASAT 10-B USA FSS 14a/l2a ARII/A/106/1609

(124.0°W)

238.0°E 15 Jan 1987/10 USASAT 10-A USA FSS 14a/ l?a ARII /A/105/1609

(122.0°W) (SBS 5) AR I I/C/883/ 1741

ARII/C/616

ARII/C/617-(24/1658

ARII/C/616/1658

AR30/A/4/1567

ARII/A/10/ADD-1/1548

ARII/A/10/1525

246.0°E Unknown TEL.ESAI 02 Canada -Telesat FSS 6/4 SPA-AA/358/1500

114.0°W) (ANIK)

249.5°E 31 Mar 1991/12 TELESAT E-8 Canada -Telesat FSS 6b,14a/4,12a ARII /A/323/1744

(110.5°W) ARII/A/323/CORR-1/1750

251.0°E Unknown TELESAT C3 Canada -Telesat FSS 14a/12a ARII/C/737-738/1674
(109.0°W ) See Remarks AR14/C/ 101/1686

252.0°E Nov 1986/ 10 ANIK D2 Canada FSS 6/4 AR1 I/C/960/1764

(108.0°W)

252.5°E 31 Mar 1991 /12

253.5°E 31 Dec 1987 / 10
(106.5°W)

TELESAT E-A Canada-Telesat FSS 6b,14a/4.12a ARI1/322/1744

ARII/A/322/CORR-1/1750

MSAT Canada FSS/MMSS UHF /UHF-EHF ARI I/A/55/1563

AR14/C/32/1663

ARI I/C/797-811/1689

ARI I/A/56/1563

AR14/C/33/1663

ARII/A/56/ADD-1/1678

AR14/C/37/1664

ARI I/C/797-811/1689

255.0°E Nov 1984/10 FLTSATCOM A USA FSS /MMSS UHF ,8/UHF,7 ARII /A/98/ADD-1/1652
(105.0°W) (E PAC)

259.0°E Dec 1989/10 USASAT 17-A USA

(101.0°W)

ARII/A/98/l605

FSS 6/4 ARII/A/226/1687

259.0°E 31 Jan 1990/10 USASAT 16-8 USA FSS l4a/12a

(101.0°W)

260.0°E 10 Sep 1990/15 ACS I USA AMSS 1.6d,1.6e/1.5c
(100.0°W)

260.0°E 30 Sep 1987/10 USROSS Central USA FSS/RDSs 1.6a,6b/2,5

(100.0°W)

260.0°E 10 Aug 1989/10 ACTS US-NASA FSS 30a/20b
(I00.0°W)

ARI I/A/223/1687

ARII/4/301/1723

ARII/A/175/1641

ARII/A/321/1944

ARII/A/321/ADD-1/1753

267.0°E Jan 1990/10 USASAT 16-A USA FSS 14a/l7a ARII /A/222/1687
(93.0°4)

C_
C



TABLE 2 (continued). PLANNED GEOSTATIONARY COMMUNICATIONS SATELLITES AS OF YEAR END 1986

Subsatell ite

Longitudes

Launch or

In-Use Date/

Period of

Satellite

Designation

Country or

Organization Service

Frequency

Up/Dam-Link Rana rks
Validityb (GHZ)

269.0°E April 1988/10 WESTAR VI-S US-Western FSS 6/4 ARII/C/962/1765
(91.0°W) Union ARI I/C/963/1765

263.0°E April 1989/10 STSC 2 Cuba FSS 6/4 ARII/A/268/1706
(970.0°W)

271.0°E June 1990/10 CANDOR B ANDEAN Countries FSS 6/4 ARII/A/209/1679
(89.0°W)

265.0°E

271.5°E Sep 1985/10 USASAI 12-0 USA FSS 6/4 ARII/A/124/1615
(88.5°W)

271.5°E Feb 1984/10 SPACENEI III USA FSS 14a,6/4,1a ARII/C/834/1699
(88.5°W)

273.0°E 14 Oct 1985 USASAI 9-B US-RCA FSS 14a/12a Under Construction
(87.0°W) 15 Jun 1985/10 USA ARII/A/102

275.0°E 15 Mar 87/10 USASAI 9-C USA FSS 14a/I2a ARII/A/103/1609
(85.0°W)

275.0°E Dec 1989/10 NAHUEL II Argentina FSS 6/4 ARII/C/204/1677
(85.0°W) 14a/II

277.0°E 1988 STSC I Cuba FSS 6/4 ARII/A/58/1578 Note
(83.0°W)

,

83.0°W occupied by

USASAI 7B or

SATCOM IV

277.0°E Jan 1987/10 USASAT 9-0 USA FSS 14a/II ARII/A/104/1609
(83.0°W) (RCA-8)

279.0°E Dec 1986/10 USASAT 7-0 USA FSS 6,14a/4,12a ARII /C/50/1568
(81.0°W) (ASC a2) Was 79.0°W

ARI l/A/12/1525

ARI I/C/257/1623

280.0°E Jun 1989/10 NAHUEL I Argentina FSS 14a,6/12,A ARI I/A/203/1677
(80.0°W)

281.0°E 1985 1URS Central USA-NASA/SPACECOM SRS 2, 14d, 14b/2, 13a SPA-AA/233/1381
(79.0°W) USA-SYSTEMAT. GEN ESS 6/4

281.0°E Jan 1987/15 IDRS C2 USA-NASA/ SRS 2,14d,14b/2,13 AR II/8/166/1750
(79.0°W) SPACECOM ARII/A/265/1704

281.0°E 15 Mar 1987 USASAI II-A USA FSS 14a/12a ARII/A/I09/1609
(79.0°W)

281.0°E Oct 1987/10 USASAI 12-A USA FSS/STS 6/4 ARII/C/896/898/ADD-I/
(790.0°W) 1752

282.5°E June 1990/10 CONDOR A Andean Countries FSS 6/4 ARII/A/208/1679
(77.5°W)

283.0°E 15 Jun 1987/10 USASAT 11-0 USA FSS 14a/12a ARII/A/I10/1609
(77.0°W) 27 Nov 1985 (Fedex-A) RCA Under Construction w



TABLE 2 (continued
). PLANNED GEOSTATIONARY COMMUNICATIONS SATELLITES AS OF YEAR END 1986

SubsateI I ite

Longitudes

Launch or

In-Use Date/

Period of

Validityb

Satellite

Designation

Country or

Organization Service

Frequency

Up/Darn-Link

(OHz)

Remarks

284.0°E Sep 1983/7 USASAT 12C USA FSS 6/4 ARI I/C/907/1748

(76.0°W)

284.6°E 1986 SATCOL I-A Colombia F5S 6/4 SPA-AA/322, 323/1474

(75.4°W ) 1986 SATCOL I-B Co Ionbia FSS 6/4 ARI I/C/79/1573

285.0°E 1986 SATCOL 2 Colombia FSS 6/4 SPA-AJ/127/1343

SPA-AA/324/1474
(75.0°W)

ARlI /C/BI1/1573

285.0°E Jan 1990/10 USASAT 18-A USA FSS 14a/II ARI I/A/230/1687

(75.0°W)

286.0°E Jan 1985/10 USASAT 7-A USA FSS 6/4 SPA-AA/312/1465

(74.0°W)

287.0°E Jan 1990/10 USASAT 18-B USA FSS 14a/II ARII/A/231/1687

(73.0°W)

288.0°E June 1986/10 USASAI 8-8 USA FSS 6/4 ARE I/A/37/1553

(72.0°W)

USA AMSS 1.6d/1.5c,1.6e ARI I/A/302/1723
288.0°E II Oct 1990/15

(72.0°W)

288.0°E 30 Jun 1990/10 CONDOR C Andean FSS 6/4 ARI I/A/210/1679

(72.0°W)

289.0°E Jan 1990/7 USASAI IBL USA FSS 14a/II AP30/A/60/1748
(71.0°W)

282.3°E
(77.5°W) 30 Jun 1990/ 10 CONDOR A Andean Countries FSS 6/4 ARI I/A/208/1679

290.0°E 1985 USASAT 7-C USA FSS 6/4 ARII/A/1525
(69.0°W) (Spacenet 2) FCC: 69.0°W

290.0°E 30 Jun 1987 /10 USRDSS East USA FSS/RDSS 1.6a,6b ARII/A/174/1641
(70.0°W) 5.1.

290.0°E Dec 1986/10 FLTSAT-8 USA-Government FSS/MMSS UHF,B/UHF,7 ARII/A/41/ADD-1/1587
(70.0°W) (W ATU

293.0°E
°

Late 1987 USASAT 8-A USA FSS 6/4 ARII/C/394/1629(67.0 W) (SATCOM 6) (RCA)
A/36/1553/1629

294.0°E 30 Jun 1989/10 USASAI 15-0 USA FSS 14a/12a ARI I/A/165/1637
(66.0°W)

FCC: 67.0°W

296.0°E 1988/ 10 USASAT 15-C USA FSS 14a/I2a
(64.0°W)

2%.0°E 1986/10 USASAT 14-0 USA F5S 6/4 ARI I/C/99/15/6
(64.0°4)

298.0°F 1988/10 USASAI 15-8 USA FSS 14a/11,17a ARII/A/163/1637
(62.0°W) (SBS 6)

299.0°E 1989/10 USASAI 14-C USA FSS 6/4 ARI I/A/160/1637
(61.0°W)

300.0°E 01 Jan 1986/10 INTELSAT IBS INTELSAT FSS 6b 14a/4a ARI I/A/167/1638
(60.0°W ) 300.0°E

, ,

I Ia,12b,12c

A

A



TABLE 2 (continued). PLANNED GEOSTATIONARY COMMUNICATIONS SATELLITES AS OF YEAR END 1986

Launch or

Subsatell ite In-Use Date/ Satellite

Longitudes Period of Designation

Val idityb

Country or Frequency

Organization Service Up /Down-Link

(GHZ)

Renarks

300.0°E 31 Dec 1988/10 USASAT 15-A USA FSS 14a/12a ARI I/A/162/1637

(60.0°W)

300.0°E Dec 1989/10 USASAI 17-D USA FSS 6/4 ART /A/229/1687

(60.0°W)

300.0°E Jan 1986/10 INTELSAT V-A US-INTELSAT 155 6,14a/4,11 ARII/A/166/1638

(60.0°W)

302.0°E 1987/10 USASAT 8-C USA FSS 6/4 ARII/A/38/1553

(58.0°W)

302.0°E 30 Jul 1988/10 USASAT 13-E USA FSS-INT'L 14a/11,12a,12b, ARII/A/136/1620

(58.0°W) (ISO

303.0°E 30 Sep 1987/10 USASAT 13-H USA F5S 6b/4,11 ARI I/A/177/1643

(57.0°W) (PANAMSAT 1)

304.0°E 01 Apr 1986/10 INTELSAT V-A INTELSAT 155 6,14a /4,11 ARI I/A/ 168/1638

(56.0°W) 304.0°E

304.0°E 01 Apr 1986/10 INTELSAT IBS 304E INTELSAT FSS 6b,14a/ 4a, ARII /A/169/1638

(56.0°W) II,12b,12c

304.0°E 30 Jul 1988/ 10 USASAT 13-D USA FSS 6/4 ARI I/C/246/1620

(56.0°W) (ISI)

305.0°E 31 Dec 1988/10 USASAT 14-B USA FSS 6/4 ARII/4/159/1637(55.0°W)

305.0°F 31 Mar 1989 INMARSAT AOR-WEST INMARSAT MMSS/AMSS I .6b, 1.6c, 1.6d/ ARI I/A/328/1747(55.0°W)
1.5b, 1.5c

307.0-Ed 1986 INTELSAT IBS INTELSAT FSS 6b, 14a/4,11,12a Under construction(53.0°W) 307E

307.00Ed April 1988/10 INTELSAT V-A US-INTELSAT ESS 14a/46 11 ARI IC/674/1667
(53.0°W) CONTINENTAL I

, ,

ARI I/A/115/1609

307.5°E 31 Dec 1986/10 USGCSS PH3 USA STS 2/2 AR I I/C/904/ 1746
(52.5°W) (W ATL)

310.0E 1985 INTELSAT IV -A INTELSAT F5S 6/4 ARII/C/140/1596(50.0°W) (ALL 2)

310.0°E 1986 INTELSAT V-A INTELSAT FSS 6,14a/4 11 ARI I/A/74/I586(50.0°W) CONTINENTAL 2
,

310.0°E 1986 INTELSAT IBS INTELSAT FSS 6b,14a/4,11,12 ARII/A/129/1617
(50.0°W) 310E

ADO-1/1628

ARI I/C/706/1673

310.0°E Jun 1986/10 INTELSAT V US-INTELSAT FSS 6, 14a/4, 11 ARI I/A/74/1586
(50.0°W) CONIINENIAL 2

ARII/C/594/1660

310.0°E 30 Dec 1987/10 USASAT 13-C USA FSS-INT'L 14a/11 ARII/A/134/1618
(50.0°W) (ORION)

ARI I/C/748/1675

310.0°E July 1989 INTELSAT VI INTELSAT F5S 6b/4,6,6b, 14a/4a, ARI I/A/287/1711
310E 4,11 ARII/A/287/ADD-1/1724

0

U



TABLE 2 (continued). PLANNED GEOSTATTONARY COMMUNICATIONS SATELLITES AS OF YEAR END 1986

Launch or
Subsatell ite In-Use Date/ Satellite Country or Frequency

Longitude° Period of Designation Organization Service Up/Down-Link
Validityb (GHz)

313.0°E Aug 1990 USASAI 13-J USA
(47.0°w)

313.0°E 30 Sep 1987/10 USASAT 13-B USA
(47.0°W) ( ORION)

315.0°E I Jan 1988/10 USASAT 13-F USA
(45.0°W) ( CYGNUS)

315.0°E Jan 1989/10 USASAT 13-1 USA

(45.0°W) ( PANAMSAT II)

FSS 6/4 ARI I/A/263/1703

ARI I/C/944/1763

FSS 14a/11 ARIIA/133/1618

FSS-INT'L 14a, 12a/11, 12b , 12c ARI I /A/154/1635

ADD-1/1714

Remarks

FSS 6/4,11 ARII/A/199/1675

AR I I/C/866/1736

316.5°E 31 Dec 1988/10 VIDEOSAT 3 France FSS 14a,2/11,12b,12c ARII/A/148/1631

(43.5°W ) ARI I/C/766/1678

AR14/C/ I 10/1698

317.0°E 01 Jun 1988/10 USASAT 13-G USA FSS-INT'L 14a/ 12a,11,12b,12c ARII/A/155/1635

(43.0°W) (CYGNUS)

(42.5°W) Dec 1986/10 USGCSS 3 MID-ATL USA FSS/MMSS 8/7

LMSS/STS 2/7

319.00E 31 Dec 1988/10 USASAT 14-A
(4 L0°W) (TORS I)

USA FS5 6/4

ARIL/A/140/1622

ARII/A/158/1637

319.5°E I Apr 1986/10 INTELSAT V-A INTELSAT FSS 6,14a/4,11 ARIL/A/127/1617

(40.5°W)

319.5°E I Apr 1986/10 INTELSAT IRS INTELSAT f5S 6a,14a/4a,ll ARII /A/130/1617
(40.5°W)

,

12b, 12c ARII/A/130/

ADD-(/1628)

IAR I/C/707/1673

322.5°E 1987/10 VIDEOSAT 2 franca FSS 14a/2,12b,12c ARII/A/86/1589
(37.5°W)

ARI I/C/727/1673

ARI4/C/76 1676/

322.5°E Jun 1988/10 USASAT 13-A USA FSS 14a/11,4a ARII/132/1618
(37.5°W) (ORION)

ARI I/C/746/1675

325.5°E 1987 INTELSAT V-A INTELSAT F55 6,14a/4,11 ARII/A/63/1580
(34.5°W) (ATL 3)

325.5°E I May 1989/15 INTELSAT VI INTELSAT FSS 6b/4b,6/6b, ARII /A/288/1711
(34.5°W)

14a,4,4a,11 ARII/A/288/1724

327.0°E 30 Nov 1991 Skynet 40 U.K. FSS/MMSS UHF,8 ,45 ARII/A/333/1749
(33.0°W) UHF,7

329.0°E 1986 UNISAT I ATL U.K.-BRITISH F55 14.,11,12b, 12a, 12c ARI I/A/26/1534
(31.0°W) TELECOM (See next entry)



TABLE 2 (continued). PLANNED GEOSTATIONARY COMMUNICATIONS SATELLITES AS OF YEAR END 1986

Subsatel i ite
Launch or

In-Use Date/ Satellite Country or Frequency

Longitudea Period of Designation Organization Service Up/Down-Link Remarks

Valldityb (GHz)

329.0°E 30 Jun 1986/10 UNISAT I FSS/BSS 17,20a,14a,14b/12b, ARII/C/576/1650

(31.0°W) 12c,2,4, 12d, 12e ARI I/A/23/1532

329.0°E DI Jan 1987/10 INTELSAT V-A INTELSAT FSS 6,14a/4,11 ARII/A/119/1611

(31.0°W) (ATL 6) ARII/A/119/

ADD-1/1628

ARII/A/119/

ADD-2/1638

392.0°E Dec 1987/12 EIRESAT 1 Ireland FSS/BSS 13/11 ARII/A/182/1656

(31.0°W)

329.0°E 01 Jan 1987/10 INTELSAT V INTELSAT FSS 6,14/4,11 ARII/A/118/1611

(31.0°W) (AIL 6)

332.5°E Oct 1987/15 INTELSAT VI INTELSAT FSS 6a,6b, / 14a/4a,4,11 AN II/A/70/1584

(27_5°W) 332.5E ARI I/C/628/1658,

ADD-I/1713

333.5°E Dec 1982/20 GALS I USSR F5S 8/7 SPA-AJ/365/1508

(26.5°W) SPA-AJ/111/1335

SPA-AA/153/1262

333.5°E 31 Dec 1987/20 VOLNA 13 USSR AMSS UHF,1.6e/UHF,1.5c ARII/A/240/1693

(26.5°W)

333.5°E 31 Dec 1987/20 STATSIONAR 17 USSR FSS/BSS 6b,5e,6/4a,4 ARII/A/219/1686
(26.5°W)

ARII/C/910/1749

ARII/C/910/ADD-1/1756

333.5°E Jun 1988/20 STATSIONAR DI USSR FSS 6a/4b ARII/A/193/1675
(26.5°W)

333.5°E I Aug 1990/20 TOR I USSR FSS/AMSS/ 43,45/4,206 ARII/A/278/1710
(26.5°W) MMSS/LMSS

334.0°E I Aug 1988/ 15 INMARSAT UK AMSS/MMSS/ 1.6b,1.6c 1.6d/1.5b ARII/A/I52/1634
(26.0°W) AOR-CENTRAL FSS

, ,

1.5c,6.4,6b,4a ARII/C/843/1706

335.0°E Unknown LOUTCH PI USSR

FSS

STS

FSS 14a/II SPA-AA/17//1289
(25.0°W)

335.0°E I Aug 1990/20 TOR 9 USSR FSS/LRSS 43,45,20b ARII/A/289/1711
(25.0°W) AMSS/MMSS

335.0°E Unknown STATSIONAR 8 USSR FSS 6/4a SPA-AJ/62/1280
(25.0°W)

335.0°E Dec 1990/20 VONA I -M USSR MMSS 1.6b/1.5a ARII/A/248/1697
(25.0°W)

NV,



TABLE 2 (continued ). PLANNED GEOSTATIONARY COMMUNICATIONS SATELLITES AS OF YEAR END 1986

Subsatellito

Longitudes

Launch or

In-Use Date/

Period of

Satellite

Designation

Country or

Organization Service

Frequency

Up/Down-Link Remarks
Validityb (GHZ)

335.0°E 31 Dec 1987 VOLNA I-A USSR MMSS UHF,1.6b/1.5a, SPA-AA/169/1286
(25.0°W) UHF 1.6d,1.6e

335.0°E I Jun 1990/20 GALS 9 USSR FSS/

UHF 1.5c

8/7 A/291/1712
(25.0°W) AMSS/LMSS ARI I/A/246/1695

ARI I/C/918/1752

335.5°E Oct 1987/15 INTELSAT VI INTELSAT FSS 6,14a/4,11

ARII/C/918/CORR-1/1756

AR11/A/69/1584
(24.5°W ) 335.5E ARI IC/627/1658,

ADD-(/1713

336.0°E Unknown PROGNOZ I USSR SRS 2/4a SPA-AA/316/1471
(24.0°W)

336.0°E 31 Dec 1988/ 15 INMARSAT AOR-CII INMARSAT MMSS/AMSS I .6b, I.6c, I.6d/ AR I I /A/292/1713
(24.0°W ) 1.5b,1.5c ARII/A/292/ADD-(/1760

FSS 6/4

STS 6b/4a

337.0°E Unknown MARECS France FSS/MMSS 1.66,6, SPA-AJ/241/1432
(23.0°W) (ATL 2) UHF/1.5a,4a,UHF SPA-AA/219/1351

ARII/0/3/1551

338.5°E I Jun 1986/ 10 INTELSAT ICS USA MMSS/FSS I.6b/I.5a ARI I/C/858/)735
(21.5°W) (ATL C)

338.5°E 1987 INTELSAT V INTELSAT FSS 6, 14a/4, 11 SPA-AA/252/1419(21.5°W) (ATL 5)

338.5°E 01 Jan 1989/10 INTELSAT V-A INTELSAT FSS 6,14a/4,11 ARII/A/781/1682
(21.5°W) 338.5E

ARII/A/I80/1645

SPA-M/48/1161

SPA-AA/65/1170

340.0°E Jan 1989/10 GDL 4 Luxembourg FSS/BSS 6b,12a,14/11,12b,12c AR I I/A/92/1594/
(20.0°W)

ADD-I/ 1708

ARII/C/61000RR-1/1744

ARII/C/611/CORR-1/1744

1657

341.0°E Jun 87/10 TDF I France BSS 17/12b,12c ARII/A/57/1570
(19.0°W)

ARII/C/107/1578

ARI I/C/741/1674

ARI I/C/124/1592

RRI042/2/1521

341.0°E 1965 L-SAT ESA (France) BSS/FSS 14a,30a/12b,12a SPA-AA/308/1463
(19.0°W) 206 ARII/A/33/1544

ARII/A/88/1590

ARI I/A/57/1570

ARI I/C/124/1592



TABLE 2 (continued). PLANNED GEOSTATIONARY COMMUNICATIONS SATELLITES AS OF YEAR END 1986

Launch or

Subsatell ite In-Use Date / Satellite

Longitude- Period of Designation

Validityb

Country or Frequency

Organization Service Up/Down-Link

(GHz)

Remarks

341.0°E 1987 TV-SAT Federal Republic BSS 17a,20a, 17/20a, SPA-AA/ 311/1464

(19.0°W) of Germany 2,12a,12e,2 SPA-AA/325/1474

SPA-AA/366/1526

AR14/C/4/1550

ARI I/C/608/1656

ARII/C/609/1656

341.0°E L-SAT France BSS 17/20a ARII/C/6/1554

(19.0°W) ARII/A/308/1463

ARI I/C/782/1682

AR14/D/23/1707

01 Jul 1986/10 L-SAT France FSS/FSS 30a/20a ARII/C/232/1619

(30/20 GHz) ARII/A/32/1544

ARII/A/32ADD-1/1716

01 Jul 1986/10 L-SAT F rance BSS/FSS l4a,13,12b,12c ARI I/C/174/1605

(14,139/12 GHz) ARI I/C/174/

ADD-(/1643

SPA-M/337/1479

ARII/A/88/1590

340.0°E Dec 1988/10 TDF 2 France FSS I7/I2a ARI I/A/216/1684

(19.0°W)

341.0°E 01 Jul 1986/10 L-SAT France BS5/FSS 2/2 ARII/C/176/1605

(19.0°W) ARII/A/33/1544

341.0°E

(19.0°W)

1986 HELVESAT I Switzerland B55 17,20-,18/12b,12a, SPA-AA/365/1512
2

341.0°E 1986 SARIT Italy BSS/FSS 17a,18h/2 SPA-AA/360/1505(19.0°W)
,

13,30a/20b SPA-AA/371/1547

ARI1/294/1716

341.0°E 1986 LUX-SAT Luxembourg BSS 17a/12b,12a,17 ARI I/A/20/1529
(19.0°W)

,

12a,12e,20a

341.5°E 1987 INTELSAT V-A INTELSAT FSS 6,14-/4,11 AR11/A/64/1580
(18.5°W) (ATL 4)

341.5°E Jul 1986/ID INTELSAT IBS INTELSAT FSS 6,14-/4,11 12a, Under construction(18.5°W) (341.5°E)
,

12b,12c by Ford Aerospace;

replaces INTELSAT VA

above

342.0°E 15 Oct 1989 SATCOM II BELGIUM FSS 8/7 SPA-AJ/137/1355(18.0°W)
SPA-AA/144/1257

343.5°E 01 Jan 1986/10 INTELSAT V INTELSAT FSS 6, I4a/4,11 ARI I/A/172/1639(16.5°W) (343.5°E)
ARI I/C/758/1677

343.5°E Jan 1986/10 INTELSAT V-A INTELSAT FSS 6,14a/4,11 ARII/A/170/1638(16.5°W) (343.5°E)
ARII/A/751/I677



TABLE. 2 (cont inued). PLANNED GEOSTATIONARY COMMUNICATIONS SATELLITES AS OF YEAR END 1986
N

0

Subsatellite

Launch or

In-Use Date/ Satellite Country or Frequency
Longitudes Period of Designation Organization Service Up/Down-Link Remarks

Validi tyb (GHz)

343.5°E 01 Jul 1986/10 INTELSAT IBS INTELSAT FSS 6a,14a /4a, lld,ll, ARII /A/I71/1638
(16.5°W) (343.5°E) 12d ARII/C/754/

ADD-1/1731

344.0°E 01 Jun 1987/20 WSDRN USSR FSS/SRS 14d,14b,11,13 ARII/C/67/1570
(16.0°W)

SPA-AA/341/1484

344.0°E 17 Oct 1989/20 ZSSRD 2 USSR FSS/STS/SRS 11,12b,12c/13d ARII/A/189/1672
(16.0°W) 14b,14d ARII/C/850/1740/880

345.0°E

°

Nov 1984/10 FLTSATCOM A (ATO USA-Govermrent FSS/MMSS UHF ,B/UHF,7 ARII/A/97/ADO-1/1652
(15.0 W)

ARII/97/1605 : 23°W

345.0°E I Aug 1988/15 INMARSAT UK MMSS/FSS/ 1.6b,1.6c, ARII/A/153/1634
(15.0°W) AOR-EAST AMSS 1.6d/1.5a,1.5c

6/4,6b,4a

345.0°E 01 Jun 1990/10 FOTON I USSR FSS 6b/4b ARII/A/235/1692
(15.0°W)

345.0°E 31 Dec 1987/15 GUMS I USSR MMSS/FSS 8,30a/7,1.6f, ARI I/A/206/1578
(14.0°W) 20a,20b

345.0°E 01 Jun 1989/15 MORE 14 USSR MMSS 1.6b,6b/1.5a,4a AR11/A/183/1662
(14.0°W)

346.0°E Unknown LOUTCH I USSR FSS 14a/II SPA-AA/157/1262
(14.5°W)

SPA-AJ/84/1318

346.0°E 1980/10 VOLNA 2 USSR MMSS 1.6b/1.5a SPA-AJ/97/1329
(14.0°W)

SPA-AA/170/1286: 14°W

346.0°E 31 Dec 1982/20 STATSIONAR 4 USSR FSS 6/4 SPA-AJ/336/1494
(14.0°W)

SPA-AA/92/1197

AR/A/C/875/ 1737

346.5°E Unknown POTOK I USSR FSS -/4 SPA-AA/344/1485
(13.5°W)

347.5°E Unknown MAROTS-8 France MISS 1.6b,UHF/1.5a,UHF SPA-AA/204/133
(12.5°W)

348.0°E Early 1988/10 HIPPARCOS France FSS/SRS 2/2 ARII/A/138/1621
(12.0°W)

ARII/A/138/ADD-1/1636
AR14/C/64/1673

348.0° July 1984/10 USGCSS 3 ATL USA FSS/MMSS 8/7 ARII/C/451/1645
(12.0°W) LMSS/STS 2/7

6/4 Z

352.0°E Sep 1991/10 Telecom 2A France FSS/BSS 6b, 12e, 12b, 12c, ARII /A/324/1745
14a/ 11, I2b, I2c

349.0°E 1986 F-SAT 2 France FSS 2,14a,30a/ 12b, ARII /C/466/1647
(II.0°W)

12c/20d ARII/A/73/1586

ARII/C/467-468/1647

AR14/C/71/1675

N
T



TABLE 2 (continued). PLANNED GEOSTATIONARY COMMUNICATIONS SATELLITES AS OF YEAR END 1986

Launch or

Subsatall ite In-Use Date/ Satellite Country or Frequency

Longitudes Period of Designation Organization Service Up /Down-Link Remarks

Validityb (GHz)

349.0°E 31 Dec 1986/20 LOUTCH 6 USSR FSS 14a/11 ARII /A/269/1728

(11.0°W)

335.0°E Sep 1991/10 Telecom 213 France FSS 2/4/6,7 AR I I /A/325/1745

(5.0°W

356.0°E 01 Jul 1987/10 INTELSAT V INTELSAT FSS 6,14a /4,11 ARII/A/ I12/1609

(4.0°W) CON] 3

356.0°E 01 Jul 1986/10 INTELSAT V-A INTELSAT FSS 6,14a/4,11 ARII/A/116/1609

(4.09W) CONT 3 ARII/A/116/

ADD-(/1628

ARI I/C/675/1667

357.0°E Dec 1990/20 TOR II USSR FSS/LMSS 43,45/20b ARII/A/308/1736

(3.094 ) MSS/FMSS

357.0°E Dec 1990/20 STATSIONAR 22 USSR FSS 6/4 ARII /A/317/1740

(3.0°W)

357.0°E 31 Dec 1990/20 GALS II USSR FSS 8/7 ARII/A/312/1740

(3.094)

359.0°E Jan 1985/10 INTELSAT V INTELSAT FSS 6,14a/4,11 ARII/A/83/1588

(I 094) CONE 4 ARII/C/593/1652

359.0°E 01 Jan 1987/10 INTELSAT V-A INTELSAT FSS 6,14a,4, 11 ARII/A/117/1609

(1.094) CONT4 ARII/117/

ADO-1/1628

ARII/117/

ADD-2/1638

ARII/A/117/

ADD-2/1638

359.0°E SKYNET 4A UK FSS/MMSS UHF,44/7,UHF

(1.0°W)

aThe list of satellite longitudes was compiled from the best information available.

bThe period of validity is the number of years over which the frequency assignments of the space stations are to be used.

Typical periods range from 10 to 20 years.

CA 2- to 3-year delay possible due to shuttle launch delays.

dEither CONTINENTAL I or INTELSAT IBS will be operated at this location.
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TABLE 3. FREQUENCY CODES FOR ALLOCATED B ANDS, SERVICES, AND

ITU REGIONS

Code Service

0.1 MSS'

0.2 MSS

0.3a MSS
0.3b MSS
0.4a LMSS,IM SS

0.4b MSS

0.4c Met Aids
0.6 LMSS,MSS

(sec')

0.7 BSS (CR'•3)
0.8 LMSS,MM7SS

0.9 LMSS,MMSS

1.5a MMSS
1.5b MMSS,AMSS

1.5c AMSS
1.6a AMSS
1.6b MMSS

1.6c MSS
1.6d AMSS

1.6e AMSS
1.6f SRS

2

2.6a FSS

2.6b FSS
2.6c FSS

2.6d BSS (CR)
4 FSS

4a FSS
4b FSS
5 AMSS

6 FSS

6a FSS

6b FSS
7 FSS

7a MSS

Link Direction,

ITU Region'

Up3

Up'

Up
Up
Up'

Up3

Up
Up (sec) 2

Up
Up

Allocated
Frequency Band

(GHz)

0.12145-0.12155
0.24295-0.24305

Down 0.235-0.322
Down 0.3354-0.3999

0.4055-0.406
0.406-0.4061
0.402-0.403
0.608-0.614

Down 2,38 0.806-0.89
MSS Down 38 0.942-0.96

Down 1.530-1.544
Down' 1.544-1.545
Down 1.545-1.559

Up Down 1.610-1.6265
Up 1.6265-1.6455
Ups 1.6455-1.6465
Up 1.6465-1.660
Up 1.660-1.6605
Passive (No direction 1.6605-1.6684

given)
(See Tables 1 and 2) Various frequen-

cies in the
2.0 to 2.99-GHz
range

Down 2,3 2.5-2.535
Down 2 2.535-2.655

Up 2,3 Down 2 2.655-2.69
Down 2.5-2.69

Down 3.7-4.2

Down 3.4-4.2

Down 4.5-4.8
Up Down 5.0-5.25
Up 5.925-6.425
Up 1 5.725-5.85
Up 5.85-7.075

Down 7.25-7.75
Down 7.25-7.375

CTR NOTE. GEOSIAf1ONARY SA IELI lIE LOG

TABLE 3 (continued). FREQUENCY CODES FOR ALLOCATED BANDS,

SERVICES, AND ITU REGIONS

Code Service Link Direction,

ITU Region'

8 FSS Up

8a MSS Up

11 FSS Up 1
12a FSS

12b FSS Up 1
12c FSS Up 1,2
12d BSS
12e BSS

12f BSS (CR)
12g BSS (CR)

13 FSS Up
13a SRS Up

14a FSS Up
14b FS5 Up

14c LMSS' (sec) Up

14d SRSS (sec) Up

15 AMSS Up
17 FSS Up

20a FSS Up
20b FS5

20c MSS (sec)
20d MSS
23 BSS
27 FSS Up 2,3
30a FSS Up
30b MSS (sec) Up
30c M55 Up
39 FSS
40 MSS

42 BSS

43 FSS Up
45 MSS Up
48 FSS Up
50a FS5 Up
50b FSS Up
50c MSS (sec) Up
84 BSS

265

Allocated

Frequency Band
(GHz)

7.9-8.4
7.9-8.025

Down 10.7-11.7

Down 2 11.7-12.2
Down 1,3 12.5-12.7

Down 1,3 12.7-12.75
Down 1,3 11.7-12.2

Down 1,2 12.2-12.5

Down 2,3 12.5-12.7
Down 3 12.7-12.75

12.75-13.25

13.25-14.0

14.0-14.5
14.5-14.8

14.0-14.5

14.8-15.35

Down 15.4-15.7
17.3-17.7

Down 17.7-18.1

Down 18.1-21.2
Down 19.7-20.2

Down 20.2-21.2

Down 2,3 22.5-23.0

27.0-27.5
27.5-31.0
29.5-30.0
30.0-31.0

Down 37.5-40.5
Down 39.5-40.5

Down 40.5-42.5
42.5-43.5

Down 43.5-47.0

47.2-49.2

49.2-50.2

50.4-51.4

50.4-51.4
Down 84.0-86.0

'If the allocation to the service is confined to one or more ITU
Regions, the region(s) are identified by number(s) placed after
the link direction.
°In all cases, MSS includes LMSS, MMSS, and AMSS.
'Emergency positioning indicator beam only.
4Canada only.

'sec = secondary allocation.
'CR = community reception, TV only.
'This allocation is covered by footnote 693 in the allocation
tables.

'Norway, Sweden.

'Distress/safety.
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Codificador circunrolucional y descodificador de
umbral programable

J. S. SNYDER

Abstracto

Se presenta una nueva arquitectura de codificador y descodificador para la correction
de errores, que emplea las funciones de almacenamiento de datos en memoria de
acceso libre (RAM) y la generaei6n de senales de control en memoria de leetura

solamente. programable per el usuario (PROM), en lugar de la estructura tradicional
de registro de desplazamiento. El descodificador de umbral utiliza una Iogica
programable para emitir el patron de sindromes y Ins senales para la correction de

errores. El c6dec programable es de un diseno estandarizado menos complejo, y
puede cambiar los parnmetros del c6digo y las conditions de In interfaz con tan solo
modificar los components programables.

Se describe una aplicacion experimental en que el c6dec programable mejora la
proportion de en-ores en los bitios de eanales de modulation per impulses codificados
(PCM) a 64 kbit/s en el sistema de acceso multiple per distribueion en el tiempo a
120 Mbit/s de INTELSAT, mediante cl use eficaz de un mdtodo de codification para
la protection contra errores desigual. Esta aplicacibn ofrece diferentes grados de

correction de errores a los bitios que se encuentran dentro de an multibio PcM, a fin
de permitir una transmision liable de dates digitales per los canales PCM telefonicos.
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